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Abstract

The main theme of this dissertation is the design of adap-

tive medium access protocol to alleviate the traffic overload

and to provide resource efficiency for the massive number

of devices. This dissertation focuses on the development of

mechanisms to cope with the traffic overload due to the time-

variant arrival of devices, and the mismatch between the esti-

mated number of devices and the actual number of devices in

cellular networks. This dissertation also focuses on efficient

random access (RA) procedure for Internet of things (IoT)

devices.

The dynamic allocation of RACH resources (DARR) is one

of solutions to alleviate the traffic overload from massive de-

vices when the resource for RA can be increased. This disser-

tation discusses the challenge of a gap between the theoretical

maximum throughput and the actual throughput in DARR.

The gap occurs when the BS cannot change the number of

preambles for a RACH until multiple numbers of RACHs are

completed. In addition, a preamble partition (PP) approach

is proposed that uses two groups of preambles to reduce this
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gap. The simulation results show that the proposed approach

can achieve the throughput which is closer to theoretical max-

imum throughput than other approaches.

The resources for the machine-to-machine (M2M) commu-

nication devices can be limited and shared with other type of

devices. In this case, both the DARR and the access class bar-

ring (ACB) are required to provide resource efficiency and to

alleviate the traffic overload. This dissertation discusses the

gap between the theoretical maximum throughput and the

actual throughput since the BS cannot change the number

of preambles for a RACH until multiple number of RACHs

are completed. Based on the discussion, a preamble partition

and a stochastic gradient descent approach are proposed to

reduce the gap when both of DARR and ACB are used for

mobile network system. The simulation results show that the

proposed protocol shows the throughput which is close to the

throughput with ideal selection.

The data transmission using a RA procedure for human-to-

human (H2H) communications requires the overhead for sig-

naling messages. The overhead for the signaling is very high

compared with the size of data in small data transmission

(SDT). Thus, the recent release of LTE-A standard includes

two SDT procedures that reduce the number of exchanges.

This dissertation evaluates the performance of conventional

ii



SDT procedures in the viewpoint of resource usage and re-

source throughput. In addition, this dissertation also pro-

poses an SDT procedure to reduce the resource usage and

to increase the resource efficiency. The numerical evaluation

shows that the proposed approach decreases the resource us-

age and increases the resource efficiency.
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Chapter 1. Introduction

1.1. Background and motivation

The Internet of things (IoT) is the inter-networking of devices, where

devices can be vehicles, buildings, sensors, or other objects. For the

IoT devices, machine-to-machine (M2M) or machine type communica-

tion (MTC) technologies have been researched. These technologies en-

able the IoT devices to distribute their data or to receive any information

from other devices. The transmission and reception of data through the

network can enable the inter-action between devices, which increases the

utility of devices. Thus, M2M or MTC technologies have a wide range of

applications, including smart grids, personal communications, controlling

traffic flow on road, smart driving, and smart healthcare [1–5]. With the

development of cheap devices including communication capability, the

number of IoT devices is expected to increase due to their wide range of

application area. A report expected that there will be 12.5 billion IoT

devices in the world by 2020 [6]. The international telecommunication

union (ITU) expects the connection density with 1,000,000 devices per

km2 [7] for international mobile telecommunications-2020 (IMT-2020).
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The third generation partnership project (3GPP) has studied the con-

ventional LTE-A system with the 30,000 of devices within a cell [8] and

the number of devices in a cell can be increased to more than 100,000

[9].

Figure 1.1 shows the network architecture for massive machine type

communications [10]. As represented in Figure 1.1, the major applica-

tions with IoT devices require the communication between the devices

and the servers, where the devices and the servers are placed in differ-

ent network domain [4]. The increase of devices can make the traffic

overload at any link between the devices and the servers. The traffic

overload of IoT devices is one of the challenges for radio access network

(RAN) because too many devices can attempt to access a base station

(BS) simultaneously in a short period of time. In the cellular network,

an IoT device performs a random access (RA) procedure for connection

through a BS to other network domain [11]. In addition, the devices will

be entered in an idle state or a temporarily disconnected state to reduce

their battery usage after the connection since the data can be generated

with long interval. In this case, these devices should transmit their data

using RA procedure, since they lost their synchronization with the BS.

Therefore, the traffic overload at the radio access network is expected in

random access channel (RACH) of cellular networks.

The time and frequency resources are not dedicated for the IoT de-

vices in mobile networks. The communication services for IoT devices

can be provided by the bandwidth which is shared with human-to-human

(H2H) communications. In addition, the IoT devices generally has low

2



Radio Access Network

Servers

Management Entity
M2M Devices Base Station

Internet

Fig. 1.1. Network architecture for massive machine type communications

priority compared with that of H2H communications. Due to these char-

acteristics of IoT services, the BS should allocate the resources for IoT

devices without the waste of bandwidth. Therefore, the efficient uses of

bandwidth is another challenges in the cellular networks [12].

In the recent days, the most commonly used cellular network system

is long term evolution-advanced (LTE-A) system. A device in the LTE-A

network requires a RA procedure, called by RACH procedure. In RACH

procedure, the device randomly chooses and transmits a preamble from

a pool of preambles, or “pool” in this dissertation, using the specific sub-

carriers allocated during a special subframe. The set of sub-carriers is

referred as RACH. The BS can obtain a request if only one device has

selected this preamble in a RA slot. Thus, RACH procedure is similar to

the frame slotted ALOHA (FSA) or the multi-channel ALOHA, where

the BS can estimate the number of MTC devices that send preambles in

a RA slot for congestion control [12].
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The random access in cellular network with massive devices has sev-

eral problems when a large number of M2M devices try to access [4, 13].

The cellular networks are initially designed for human-to-human (H2H)

communications. H2H communications generally require small number

of devices but high data rate. Thus, the H2H devices require the small

resource for the RA and the large resource for the data transmission.

However, the M2M communications generally require the large number

of devices with low data rates. The interval between two data generated

from a device can be few hours to more than a day [14]. Thus, M2M

communications will require large resource for the RA. The difference

between H2H and IoT communications will cause several problems in

M2M communications. The first problem is the low efficiency. Cellular

network requires large overhead for random access regardless of the size

of data. The second problem is the congestion because of the large num-

ber of devices, the insufficient number of resources for random access,

and the insufficient bandwidth.

1.2. Problem definition

This dissertation focuses to alleviate the RAN congestion in cellular net-

works. In case of an emergency, the data from all devices needs to be

collected as soon as possible [4]. Thus, the communication system re-

quires to minimize the total amount of the time to gather data packets

from all activated devices. The dynamic allocation for RACH resource

(DARR) scheme is one of many solutions to minimize the time, where

4



the DARR adaptively changes the size of pool and other resources [8, 15].

The problems in DARR are similar to those in the studies in dynamic

frame slotted aloha (DFSA). However, the schemes in DFSA cannot be

applied directly to the LTE-A although they are similar. The DFSA

assumes that the size of pool can be updated in every RA slot. How-

ever, the parameters related to RACH procedure can be updated with

periodicity in cellular network, where the multiple RA slots are allocated

during the period. The BS cannot directly apply the schemes in DFSA

due to the periodicity, since the studies for DFSA achieve their objectives

without the periodicity.

The cellular networks generally have the limits on bandwidth. The

access class barring (ACB) is one of solutions to control traffic overload

when the resources for the random access is limited. Since the resources

for IoT devices should not be wasted although the traffic load of IoT

devices is low, the combination of DARR and ACB is required to achieve

both resource efficiency and congestion control. Thus, the adaptive MAC

protocol for massive devices in cellular network should consider both

DARR and ACB to efficiently use the radio resources and to control

traffic overload.

The IoT devices transmit the packet with very small size of applica-

tion payload, where their inter-arrival time can be very long. In this case,

the traffic will be generated when a device is in the idle state. The basic

data transmission procedure in LTE-A requires initial attach, authenti-

cation, and association procedure for every data transmission. To reduce

the overhead, the 3GPP and other researchers studied and proposed their

5



1. Preamble Partition based 

Adaptive DARR Protocol

2. Preamble Partition based Adaptive 

DARR and ACB Protocol

3. Optimizing Random Access Procedure 

for the Data Transmission of MTC Devices

Fig. 1.2. The objectives of this dissertation

small data transmission (SDT) procedures. The cellular network cannot

allocate resources with the unit of bits, but with the unit of a bunch

of bits. For example, the BS in LTE-A can allocate time-frequency re-

sources in the unit of resource blocks (RBs). Thus, the resource usage

and resource efficiency need to be evaluated considering the unit for re-

source allocation. In addition, the efficient SDT procedure is required to

reduce the resource usage to improve resource efficiency.

1.3. Contribution

The goal of this dissertation is the design of adaptive medium access pro-

tocol to alleviate the traffic overload and to provide resource efficiency for

6



the massive number of devices in cellular network system. As mentioned

above, the adaptive medium access protocol needs to consider an inter-

val to change the size of pool and/or the ACB factor. In addition, the

adaptive medium access protocol requires a small data procedure which

efficiently uses the time and bandwidth resources. Figure 1.2 shows the

objectives and the contributions of this dissertation, where the details

are as follows:

• A preamble partition based adaptive DARR protocol is presented.

The problem of the throughput degradation of DARR in LTE-A

is discussed, which is due to an interval to update the amount

of resources used for RA procedure. To mitigate the throughput

degradation in DARR, a DARR protocol is proposed which sepa-

rates a resource pool into two pools to select the size of pool. The

proposed protocol is evaluated by a simulation. Simulation results

show that the proposed protocol can achieve performance that is

close to the optimal throughput of FSA than the throughput with-

out the proposed approach.

• A preamble partition and stochastic gradient descent based DARR

and ACB protocol is presented. The throughput with an inter-

val to update the pool size and the ACB factor is discussed. To

increase the throughput for DARR and ACB, the preamble par-

tition approach is proposed to obtain better information to select

the amount of resource. In addition, the stochastic gradient de-

scent method is proposed to find optimal amount of resource. The

7



proposed approach also adaptively separates or merges the pream-

ble pools to provide optimized throughput considering both DARR

and ACB. Simulation results show that our proposed approach can

achieve performance that is close to the performance when BS can

always select best parameters for DARR and ACB.

• An efficient SDT procedure is presented. This dissertation eval-

uates the performance of conventional SDT procedures in terms

of the resource usage and resource utility. Based on the evalua-

tions, an SDT procedure which omits the radio resource control

(RRC) connection to reduce resource usage is proposed to improve

resource efficiency. The numerical evaluation results show that the

proposed procedure can reduce the resource usage comparing with

other conventional SDT procedures.

1.4. Overview

The rest of the dissertation is organized as follows. In Chapter 2, the

RACH procedure in cellular network is summarized, and the related

works for the adaptive resource allocation and the congestion control are

reviewed. In Chapter 3, the preamble partition based adaptive DARR

protocol is proposed and evaluated. In Chapter 4, the preamble parti-

tion and the stochastic gradient descent based adaptive DARR and ACB

protocol is proposed and evaluated. In Chapter 5, the conventional SDT

procedures are summarized and evaluated in terms of resource usage and

resource throughput. A new SDT procedure is also proposed and evalu-

8



ated in same chapter. The conclusion for the dissertation is presented in

Chapter 6.
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Chapter 2. Background and Related Works

2.1. Data transmission procedure using RACH proce-

dure in LTE-A

Recently, the LTE-A is the emerging standard for the mobile network

market share [16]. In addition, the 5G network is expected to include

the random access mechanism which is similar to that in LTE-A [17].

Thus, this dissertation reviews the random access procedure of LTE-A

for the background of research.

An M2M device must start the RACH procedure to the BS in follow-

ing situations in LTE-A [2]:

• Initial access to the network.

• When device requires to receive or transmit new data but the device

is not synchronized.

• The transmission of new data when the uplink control channel

(PUCCH) resources for scheduling request is not available.

• Handover.

10



• When the re-establishment of the connection is required after a ra-

dio link failure.

The M2M device must proceed the RACH procedure for the initial

access. The device enters idle state if the data is not generated in a short

time after the initial access. In the idle state, the device cannot maintain

the synchronization with the BS [2]. Thus, the M2M device will use the

RACH procedure for the transmission of data.

Figure 2.1 shows the radio resource control (RRC) connection estab-

lishment and data transmission using RACH procedure in conventional

LTE-A [4, 8, 18–20]. An M2M device establishes the RRC connection

between the device and a BS using RACH procedure, then the device

transmits its data to the BS [21]. The data will be a message from non-

access stratum (NAS) layer in the device when the device performs the

RACH procedure for initial attach. The data will be an packet which in-

cludes upper layer headers and payload. The RACH procedure includes

a four-message exchanges between the M2M device and the BS. After the

RACH procedure, the BS can allocate resources for the transmission of

data. The followings are the procedure for the uplink data transmission,

which includes the RACH procedure.

Step 1. Allocation of RACH: Before start of RACH procedure,

the BS periodically announces the time-frequency position of RACH, the

available indexes of preambles, and related information for RACH pro-

cedure. The announcement is done by broadcasting system information

block-2 (SIB2) message.

11
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Step 2. Preamble transmission: An M2M device desired to trans-

mit its data first selects the next available RACH to try an access re-

quest. The device then selects a preamble index randomly from the set of

preamble indexes. The device then transmits a preamble corresponding

to the selected preamble index to the BS through RACH in uplink chan-

nel. The number of preamble indexes in LTE-A is 64. Each preamble

index is corresponding to a preamble, where each preamble is orthogonal

to each other. The preamble is the pseudo-random sequence generated

from Zadoff-Chu sequence [22, 23]. If two or more devices transmit the

same preamble in the same RACH, a collision occurs in the later step.

However, the detection of collision is not available in this step. The

preamble is sometimes referred as MSG1.

Step 3. Random access response (RAR): When the BS detects

the preamble in RACH, the BS transmits a RA response (RAR) message

using the physical downlink control channel (PDCCH) and the physical

downlink shared channel (PDSCH). The device transmitted a pream-

ble continuously observes the downlink control information (DCI) [24] in

PDCCH until the RAR response window timer expires [11]. The DCI

includes random access radio network temporary identifier (RA-RNTI)

which is corresponding to the time and frequency of RACH that was used

to transmit preamble. If the device can obtain the DCI with RA-RNTI

corresponding to the transmitted preamble, the device searches corre-

sponding PDSCH message which is pointed by the DCI. The PDSCH

message includes the RAR message. RAR message includes the preamble

index of detected preamble, time alignment instruction to synchronize,

13



uplink grant (UL grant) which is the uplink resource allocation to trans-

mit third message, temporary cell radio network temporary identifier

(TC-RNTI), and backoff indicator. The RAR is referred as MSG2.

Step 4. RRC connection request: When the device received

the RAR corresponding to transmitted preamble, the device transmits

the RRC connection request message using RBs in PUSCH. The time-

frequency position for the RB can be found in UL grant. The RRC con-

nection request message is referred as MSG3. If only one device transmits

a preamble in step 2, MSG3 is transmitted to BS without collision. If

two or more devices transmit the same preamble in step 2, the multiple

devices transmit their MSG3 using same RBs. Thus, MSG3s experience

collision [25]. If the BS can decode any MSG3, the BS transmits con-

tention resolution in next step as a acknowledgment for MSG3. Other-

wise, no contention resolution will be transmitted. The hybrid automatic

retransmission request (HARQ) is used for the reliability of transmission

for MSG3.

Step 5. Contention resolution: When the BS decodes a MSG3, it

responses using a contention resolution to response to MSG3. The RRC

connection setup message can be also transmitted with contention resolu-

tion. The transmission of contention resolution and the RRC connection

setup message is referred as MSG4. If a device does not receive within

contention resolution window after first transmission of MSG3, the device

returns to step 2. Each device counts the transmission of preambles, and

declare the failure of random access if the counter reaches the maximum

value allowed by BS. The exchange of message from step 2 to step 5 is

14



the RACH procedure. As in [8], the HARQ also can be applied for the

transmission of MSG4.

Step 6. RRC connection setup complete: To finish the RRC

connection between the device and the BS, the device receiving MSG4

transmits RRC connection setup complete to the BS. The RRC connec-

tion setup complete can be referred as MSG5. Since the MSG4 does

not include the resource allocation for the transmission of MSG5, the

additional resource request and allocation procedure between the trans-

mission of MSG4 and MSG5 may be required.

Step 7. Resource allocation for data: For the transmission of

data, the device requires the RBs in PUSCH. The device can request or

the BS can allocate the RBs for the transmission of data after step 6.

The BS transmits UL grant to the device to notify the time-frequency

position of RBs.

Step 8. Transmission of data: The device received UL grant can

transmit the data using the allocated resource. The HARQ can be used

for the reliability of transmission.

Figure 2.2 shows about the allocation of RACH and SIB2 transmission

in wideband LTE-A. The RACH is allocated at specific subframes [22]

given as the configuration in system information block-2 (SIB2) [26].

The BS periodically transmits SIB2 in downlink channel to notify the

position of RACH, where the periodicity is given as “si-periodicity”. The

other parameters for RACH are also transmitted using SIB2, where the

parameters includes the information for the pool of preambles and access

class barring factor (ACB factor), and others. The periodicity for SIB2
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Fig. 2.2. RACH and SIB2 transmission in frame structure of LTE-A

is generally longer than the RACH periodicity, where RACH periodicity

is the interval between two RACH [26]. The other spaces in downlink

band can be used for PDCCH and PDSCH, and that in uplink band can

be used for and PUSCH.

The frame structure for new radio technology will have different num-

ber of symbols per subframe [27–29]. Currently, the periodicity for RACH

and the periodicity for SIB2 is not explicitly determined. Since the num-

ber of symbols per subframe increases, both of the periodicity for RACH

and the periodicity for SIB2 can be decreased. Still, the periodicity for

RACH can be different to the the periodicity for SIB2, where the differ-

ence can result the similar structure as in Fig. 2.2.

The frame structure for narrow band IoT (NB-IoT) is similar to the
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PDCCHs PDSCHs PDCCHs PDSCHs ...Downlink

RACHs PUSCHs ...Uplink RACHs PUSCHs

Fig. 2.3. RACH and SIB2 transmission in frame structure of LTE-A

frame structure of wideband LTE-A, but the bandwidth becomes narrow

(180 kHz). Figure 2.3 shows the frame structure for NB-IoT. The PD-

CCH and PDSCH are repeatedly allocated in the downlink band, and

the RACH and PUSCH are repeatedly allocated in the uplink band. In

the NB-IoT, RACH occupies all uplink bandwidths and its duration is

equal to 8 ms, i.e. 8 subframes. Although the time-frequency positions

for each channel are different, the SIB2 is also transmitted with the pe-

riodicity of si-periodicity. The transmission of SIB2 requires a PDCCH

and some of resource blocks in PDSCH.

The default RACH periodicity can be from 1 to 20 subframes in

wideband LTE-A. Si-periodicity can be one of following values: 8, 16,

32, 64, 128, 256, 512 frames. Since 1 frame is equal to 10 subframes

in LTE-A, the number of RACHs in a si-period can be from 4 to 5120.

For example, if the RACH periodicity is 5 subframes as in [8] and if

si-periodicity is 16 frames, then the number of RACHs in a si-period is

equal to 32. The si-periodicity for NB-IoT can be from 640 subframes to

40960 subframes where RACH periodicity can be 40 subframes to 2560
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subframes [26].

2.2. Access class barring and its related works

The 3GPP proposed several expected solutions to overcome the traffic

overload by M2M devices in RAN [8, 30]. The solutions include the ac-

cess class barring (ACB) scheme, separation of RACH resources for M2M

devices, the dynamic allocation of RACH resources (DARR), MTC spe-

cific backoff, slotted access, and pull based scheme. The most researches

for congestion control in LTE-A focuses on ACB, especially for the user

equipment (UE) individual ACB scaling, due to the limit on the number

of preambles and resource blocks. In ACB, the number of contended

devices is controlled by announcing an ACB factor, where ACB factor

is a value representing a probability. If ACB factor is announced as p,

then the devices can transmit preamble with probability p, or defer its

preamble transmission for one RA period by probability (1− p) [2, 31].

Duan and others presented that the optimal ACB factor is the ratio

of the number of preambles to the number of activated devices in network

[32]. In addition, the heuristic algorithm to update ACB factor in BS

is given in [32] where this algorithm assumes that the BS knows the

number of users in the cell. In [4], which is later study of Duan et al.,

they proposed dynamic ACB with fixed resource allocation (D-ACB with

FRA) for the fixed number of preambles. D-ACB with FRA estimates

the activated number of devices and derives ACB factor for given number

of preambles. He and others [33] presented that the number of activated
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devices can be estimated by the ratio of the number of contended devices

in a RACH to the ACB factor used in the RACH. In addition, they

proposed the dynamic ACB factor control algorithm based on the traffic

arrival model in [8]. Tavana and others [34] derived the ACB factor

by predicting the number of activations in next RACH. The prediction

based algorithm is improved by applying Kalman filter. Moon and Lim

proposed the adaptive ACB when the distribution of device arrival is

known [35]. Koseoglu also proposed the adaptive ACB scheme which is

the pricing based load control when the arrival distribution is known [36].

The extended access barring (EAB) can be used which blocks random

access of low priority devices during congestion [37]. The EAB broadcasts

the barring information for access classes, and blocks the access of barred

access classes.

The class based access barring is also studied to ensure the human-

to-human communication when the M2M devices share the network with

human devices. The prioritized random access with dynamic access bar-

ring (PRADA) is proposed in [38]. In PRADA, the BS virtually allocate

the RACH for multiple number of classes of traffic. For example, a RACH

in a specific time can be used by devices if and only if the device has high

priority. In addition, the BS can delay the random access of low priority

devices if the network shows high traffic load.

The backoff scheme can be applied, which changes the backoff du-

ration for devices according to the congestion state of the network. In

[39], the duration of backoff is dynamically determined according to the

estimated number of devices. The optimal parameters used for RACH
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procedure in LTE-A are also investigated. In [40], authors argue that the

optimal backoff window size for conventional RACH procedure is 1 and

the maximum number of trials for RACH procedure should be limited to

2 or 3 when the collision probability is less than 5%. In [41], the perfor-

mance analysis with the exponential backoff window is performed where

the backoff in standard LTE-A has fixed backoff window.

However, the basic of ACB, EAB, or backoff scheme is to postpone

the access of devices to later RA slots. Thus, these methods increase the

average delay for all devices proportionally to the number of devices in the

network. Although the applications of M2M communications has loose

delay requirement, the requirement may be dissatisfied with intensive

device arrivals by the massive number of devices.

The ACB and its related works are summarized in Table 2.1 and

Table 2.2.

2.3. Dynamic allocation of RACH resource

In dynamic allocation of RACH resource (DARR), the BS dynamically

changes the number of preambles and corresponding number of resource

blocks. The concept of DARR is proposed by 3GPP in [8] without detail.

Lo and others proposed the self-optimizing overload control scheme which

adjusts the number of RACHs per second based on the observed colli-

sion probability [42]. Hwang and others proposed the dynamic RACH

resource separation scheme which adaptively controls the ratio of the

preambles for M2M devices to the total number of preambles [43], when
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the M2M and H2H devices share the preambles. Li and others did similar

study but they found their preamble allocation by solving an optimiza-

tion problem [44]. Li and others’ work is expanded in [45]. Later, Choi

proposed the adaptive determination of the number of preambles (ADP)

in [12]. ADP not uses the backoff as the fast retrial algorithm [46] since

the backoff is not useful for the congestion control. In addition, ADP

adaptively changes the number of preambles. In [12], the optimal num-

ber of preambles is given by stochastic gradient ascending method, which

becomes

N = L̂i + α(M̂i − L̂i), (2.1)

where N is the selected number of preambles, L̂i is the estimated optimal

number of preambles from last observation, M̂i is the estimated number of

devices, and α is a step size. The number of preambles then broadcasted

to devices in before each start of RACH.

Duan and others proposed dynamic ACB with dynamic resource allo-

cation (D-ACB with DRA) in [4] for variable number of preambles, which

is the combination ACB and DARR. D-ACB with DRA first estimates

the activated number of devices. Based on the estimated number, D-

ACB with DRA selects the number of preambles using a scaling factor,

b, and ACB factor. The selected number of preambles and ACB factor

are changed and announced in before every start of RACH.

The random access procedure in LTE-A is similar to the multi-channel

slotted ALOHA (MCSA). Thus, the applications of researches in MCSA

is studied. In [47], the modeling and estimation for the MCSA was per-

formed considering the environment in [8]. In this research, the ratio of
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the number of successful access to the number of contended devices in an

access cycle is maximized when the number of random access opportuni-

ties in an access cycle is equal to the number of contended devices. Note

that the access cycle is corresponding to RACH and the random access

opportunity is corresponding to the preamble.

DARR dynamically adjusts the number of preambles, where this ap-

proach can be seen in the studies for dynamic frame slotted ALOHA

(DFSA). Figure 2.4 shows the generalized frame structure of the frame

slotted aloha (FSA) [48–50]. In the FSA, a BS constructs a frame which

includes the fixed number of multiple time slots. Each time slot can be

used for the data transmission. The number of time slots in a frame is

sometimes represented as the frame size of the frame. The frame size

is broadcasted to devices before the start of new frame by a frame size

announcement message in Figure 2.4. A device randomly selects a time

slot in frame and transmits its data to the BS using the time slot. The

BS can detect and decode the data without collision if only one device

has selected the time slot. The collision occurs when two or more devices

transmit their data in a time slot.

Reducing collision or increasing the number of data transmission with-

out collision is important for DFSA. The devices in radio frequency iden-

tification (RFID) is very simple, thus the devices can always transmit

their data to the BS in every frame although the data is already deliv-

ered to the BS [51]. To reduce the collision, the BS can mute devices that

succeeded their transmission of data. The frame slotted ALOHA has an

optimal number of devices being allowed to access the BS in a frame.
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Frame size 

announcement
Slot Slot … Slot

ACK for

successful slots

Round

Frame

…

Fig. 2.4. Frame structure of FSA

Thus, the BS can control the number of contending devices per a frame,

where the number of contending devices represents that the number of

devices transmitted their data in a frame. The BS can mute some of

devices although these devices not succeeded their transmission of data.

If the frame size can be variable, the BS can change the number of

slots in a frame to change the optimal number of devices for the frame.

This approach is referred as the DFSA. Vogt proposed the update algo-

rithm of frame size for low identification delay, which updates the frame

size using binary exponential algorithm [50]. Zhen and others proposed

1.4 times of the estimated number of devices to achieve low level of colli-

sions [48]. Cha and others update the frame size equal to the estimated

number of devices to maximize throughput, where throughput is the ra-

tio of the number of successful slots in frame to the frame size [52, 53].

Another study also optimized the throughput [54]. Khandelwal and oth-

ers set the frame size to 1.943 times of the estimated number of devices

to reduce total time for collecting all data [49]. Prodanoff proposed the
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frame size equal to M/(ln 2) where M is the total number of devices [55].

Lee et al. proposed the frame based on the Lambert’s Omega function to

minimize data collection time when the durations of idle, success, collided

slots are different [56]. Dhakal et al. proposed the frame size of 3.49c2

where c2 is the number of collided slots, and proposed the partitioning of

devices for fast data collection [57]. Kim proposed a frame size update

algorithm which is equal to

arg min
N∈AK

|N −M ln 2|, (2.2)

to maximize success probability, where N is a candidate for frame size

in set AK , and M is the estimated number of devices in previous frame

[58]. The Q protocol is also proposed [59]. Q is an integer between zero

and eight, and the frame size becomes equal to 2Q. After finishing a

frame, the BS increases or decreases Q by a constant c, for each collision

or idle slots, respectively. The final value of Q is then used to determine

the frame size for next frame.

The estimation of the number of contending devices in RA slot can

be required for the BS. The estimation is similar to the studies in DFSA

although the details need to be studied. In DFSA, the BS estimates

the number of devices using the number of slots filled with zero (c0),

one (c1), and multiple packets (c2) in frame. Vogt [50] presented the

minimum number of devices involved in the contention in a frame, where

the number is c1+2c2. Vogt also presented the estimation method based

on Chebyshev’s inequality and based on the difference between actual

results, and the theoretically computed results. Later, Zhen and others
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presents the estimation using the number of collided devices [48]. Chen

and others presented the estimation with the idle slots and successful

slots [54]. Cha and others presented the estimation with the ratio of the

number of collided slots to the number of slots in the frame. In addition,

Cha and others also presents the alternative estimation, which is equal to

2.39c2 [52, 53]. Khandelwal and others estimates the number of devices

using the unused slots in the frame [49]. Let the estimated number of

devices is equal to M̂ . Khandelwal and others’ suggestion is equal to

M̂ =


log(c0/N)
log(1−1/N)

; c0 > 0,

c1 + 2c2 ; c0 = 0,
(2.3)

where N is the frame size and c0 is positive.

The fixed number of preambles per cell limits the number of successful

access per RACH, thus the studies to increase the effective number of

preambles are also performed. In [60], the effective number of preambles

is increased by the combination of preamble arrival results in two RACHs.

For example, the arrival of a preamble in first RACH and the idle of the

preamble in second RACH can be regarded as a new type preamble. In

[61], the BS divides the cell into multiple areas to spatially reuse the

preambles. The sparse coding multiple access (SCMA) or other non-

orthogonal multiple access can expand the random access resource that

can be used for each devices [62]. These studies can enable the expansion

of the preamble pools per cell without expansion of preamble sequences.

The studies for DARR or DFSA are summarized in Table 2.3 and

Table 2.4.
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Chapter 3. Preamble Partition based Adap-

tive DARR Protocol

3.1. Introduction

IoT service includes the security and public safety networking services. In

case of an emergency, the data from all IoT devices needs to be collected

as soon as possible [4]. Thus, the communication system requires to

minimize the total amount of the time to gather data packets from all

activated devices. The dynamic allocation for RACH resource (DARR)

scheme is one of many solutions to minimize the time, where the DARR

adaptively changes the size of pool and other resources [8, 15]. The

problems in DARR are similar to those in the studies in dynamic frame

slotted aloha (DFSA). The DFSA assumes that the size of pool can be

updated in every RA slot. However, the parameters related to RACH

procedure can be updated with periodicity in mobile network, where the

multiple RA slots are allocated during the period. The BS cannot directly

apply the schemes in DFSA due to the periodicity, since the studies for

DFSA achieve their objectives without the periodicity.

In this chapter, the discussion about the throughput degradation of
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DARR in LTE-A is presented, which is resulted from the periodicity of

updating the size of the pool. In addition, a preamble partition approach

based DARR protocol is presented to resolve throughput degradation

problem in DARR. The proposed approach separates a pool into two

pools to select the size of the pools to obtain information for the decision

of the pool size. The performance evaluation using simulations is repre-

sented where the results show that the proposed approach can achieve

performance that is closer to the optimal throughput of FSA than the

throughput without the proposed approach 1.

3.2. System Model

Suppose that a cell consists of a BS and M MTC devices. These devices

are activated not simultaneously but with in a short period of time, Ta,

which is referred as the “activation time" in this chapter [4]. Each devices

are activated at time t with a probability density function of g(t). Let Ia

be the number of RACHs within the activation time. The activation time

is divided into Ia discrete slots, where each slot has longer duration than a

RACH. The i-th slot begins with i-th RACH, where i = 1, 2, · · · , Ia, · · · .

The length of each time slot is equal to the interval between two consec-

utive RACHs, where this interval is sometimes referred as RACH period

in this chapter. Thus, the time slot and RACH period is changeably used

in this chapter. Let TRAREP be the length of each time slot. The i-th
1Works in this chapter was accepted and will be published on the ETRI Journal

[63]
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time slot begins at time ti−1 and ends at time ti. Let λi be the number

of activations during time slot i, which is equal to

λi =

⌈
M

∫ ti

ti−1

g(t)dt

⌉
, i = 1, 2, ..., (3.1)

where ⌈x⌉ is the smallest integer equal or larger than x. Note that [8]

recommended the uniform distribution or Beta distribution for g(t).

Let K be the number of time slots during a si-period. The r-th si-

period will include time slots from ((r−1)K+1)-th time slot to (rK)-th

time slot. The i-th time slot (i=1,2,...) is included in the r-th si-period

(r=1,2,...) with a relation given as

r = 1 + ⌊(i− 1)/K⌋ , (3.2)

where ⌊x⌋ is the largest integer equal or smaller than x.

Let the SIB2 for r-th period be changed and broadcasted before the

start of (r − 1)K + 1-th time slot. Let TUPDATE be the si-periodicity

shown in Figure 2.1, which is the length of each si-period. K becomes

K = ⌊TUPDATE/TRAREP ⌋ . (3.3)

The SIB2 includes information for preamble pool. Suppose that there

are Rr preambles in the pool for the r-th si-period, where the pool is given

as Cr = {c1, c2, · · · , cRr}. The minimum size of pool is given as Rmin,

i.e., Rr ≥ Rmin. An activated device transmits a preamble through a

RACH, where the preamble is randomly chosen from the preamble pool.

In this chapter, this dissertation assumes that the size of the pream-

ble pool can be variable without upper limit. Note that the pool size
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can be increased by increasing the number of preamble sequences, or by

allocating the multiple number of RACHs per TRAREP .

An MTC device can transmit preambles up to Nmax times [8]. This

dissertation also assumes that the preamble is always detectable in the

BS [4, 12]. A collision always occurs when two or more devices select the

same preamble in the same RACH period [4]. The transmissions of MSG3

and MSG4 are assumed to always successful, since hybrid automatic

repeat request (HARQ) provides very high transmission probability for

MSG3 and MSG4 [8]. The performance of the RACH procedure with

this system model thus depends on the collision probability.

Assume that Mi devices transmit preambles randomly chosen from

Cr in i-th RACH period. In a practical system, a BS cannot know

Mi but can estimate it. Let M̂i be the estimate for Mi. Let Oi =

[Oi,0, Oi,1, Oi,2] be the observation vector for the preambles allocated for

the i-th RACH period, where Oi,0, Oi,1, and Oi,2 are the observed number

of unused, successful, and collided preambles, respectively. The BS can

use an estimation function of Oi and Rr, f(Oi, Rr), to obtain M̂i after

completing RA in the i-th RACH period, which can be represented as

M̂i = f(Oi, Rr). (3.4)

In this dissertation, the BS attempts to increase the throughput. Let Si

be the number of devices that successfully transmit their preamble in the

i-th RACH period. Let Ui be the throughput for each i-th RACH period.

The throughput is the ratio of the number of successful preambles in a

RACH period to the allocated number of preambles in the RACH period,
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i.e. Ui = Si/Rr.

Let TRAR be the waiting time before the start of the random access

response window, let WRAR be the size of the RAR window, and let WBO

be the size of the backoff window. The devices failed the random access

in from (i−k2)-th RACH period to (i−k1)-th RACH period will backoff

to i-th RACH period, where k1 and k2 are obtained by

k1 =

⌈
TRAR +WRAR

TRAREP

⌉
, (3.5)

k2 =

⌈
TRAR +WRAR +WBO

TRAREP

⌉
. (3.6)

Let Bj→i be the number of devices backoffed from j-th RACH period to

i-th RACH period. From the definition of k1 and k2, we can get

k2∑
j=k1

Bi→(i+j) = Mi − Si. (3.7)

From (3.7), Mi can be represented as

Mi = λi +

k2∑
j=k1

Bj→i. (3.8)

Let PS,i be the success probability for the preamble transmission in

the i-th RACH period. Since other devices should select other preambles

given that a device transmitted a preamble, PS,i becomes [12]

PS,i =

(
1− 1

Rr

)Mi−1

. (3.9)

The conditional mean of Si for given Mi and Rr becomes

E[Si|Mi, Rr] = MiPS,i = Mi

(
1− 1

Rr

)Mi−1

, (3.10)
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where E[.] denotes the statistical expectation. For a given Mi, the ex-

pectation of throughput becomes

E[Ui|Mi, Rr] = E[Si|Mi, Rr]/Rr =
Mi

Rr

(
1− 1

Rr

)Mi−1

. (3.11)

From ∂E[Ui|Mi, Rr]/∂Rr = 0, we can obtain that the throughput is

maximized when Rr = Mi with expected throughput of E[Ui|Mi, Rr] ≃

e−1 [12, 52, 53].

Let Γ be the time from the transmission of preambles to the end of

RAR window. Let Ψ be the time from the transmission of preambles to

the end of backoff window. They are given as

Γ = TRAR +WRAR, (3.12)

Ψ = TRAR +WRAR +WBO. (3.13)

Let αj→i be the ratio of the devices backoffing to i-th time slot to the

devices required to backoff from j-th time slot. αj→i is equal to

αj→i =


αa = (⌈Γ/TRAREP ⌉TRAREP − Γ)/WBO ; j = i− k1,

αd = (Ψ− TRAREP ⌊Ψ/TRAREP ⌋)/WBO ; j = i− k2,

αbc = TRAREP/WBO ; otherwise.
(3.14)

The expectation of Mi is derived in [64], which is the analysis model

for [8]. Let Mi[n] be the number of devices that transmits its preamble

in i-th time slot, where the number of the preamble transmission is equal

to n. (i.e. n=1 for new arrival and n > 1 for backoff). According to [64],
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the expectation for Mi, E[Mi], is equal to

E[Mi] = E[Mi[1]] +
Nmax∑
n=2

E[Mi[n]]

= E[Mi[1]] +
Nmax∑
n=2

i−k1∑
j=i−k2

αj→i(1− PS,j)E[Mj [n− 1]].
(3.15)

3.3. Problem definition : Decrease of throughput in

DARR due to resource allocation update interval

In this section, this dissertation discusses about the throughput degra-

dation of the DARR. The throughput degradation is caused by the dif-

ference of the assumptions in previous studies for DARR and that in

actual mobile network. More precisely, the previous studies assume that

si-period is equal to RACH period, but si-period is larger than RACH pe-

riod in LTE-A. For the description, this paper first summarizes about the

throughput optimization in DFSA or in conventional studies for DARR in

LTE-A [12]. In addition, this paper discusses the degradation of through-

put in the DFSA due to the si-periodicity, where the si-periodicity is

corresponding to the periodicity of SIB2.

The BS cannot know Mi in the network without explicit signaling.

However, Mi is important to select the pool size since the throughput is

maximized when Rr = Mi. If the Mi is similar to Mi−1, the BS can select

Rr = Mi−1 or Rr = M̂i−1 for the random access in i-th time slot. Fortu-

nately, Mi includes the number of devices backoffed from previous time

slots, and λi and λi−1 are correlated according to the arrival distribution

for the activation of devices [8, 14]. Based on the correlation between
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Mi and Mi−1, several studies propose their schemes to find optimal pool

size for their objectives. In these studies, the si-periodicity in LTE-A is

assumed same as that in DFSA, which means that the BS can update

the parameters at start of every RACH period, i.e. TUPDATE = TRAREP

or K = 1 [4, 12]. In this case, the BS will update the size of pool as

Rr+1 = max(⌈M̂i⌉, Rmin). (3.16)

However, the mobile network generally has K > 1. For example, the

LTE-A has K > 1 due to si-periodicity, therefore the RA procedure in

LTE-A operates with the condition of TUPDATE > TRAREP . In this case,

the BS needs to determine the pool size using multiple M̂i because there

are multiple time slots in a si-period. In the previous studies for LTE-A,

no approaches were presented for determining the size of the preamble

pool from multiple observations.

The selection methods in previous studies can be considered as the

“most recent" value based methods since they decide the preamble pool

using most recent M̂i, which can be represented as

Rr+1 = max
(⌈

M̂(rK)

⌉
, Rmin

)
. (3.17)

The one of most known method to obtain a representative value from

multiple observation is the averaging of observations [65]. Thus, the

sample mean of M̂i during the most recent si-period can be used to

obtain Rr+1. Let “mean" based method be this approach, which can be

represented as

Rr+1 = max

 1

K

r·K∑
i=(r−1)K+1

M̂i

 , Rmin

 . (3.18)
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Table 3.1. Summary for conventional DARR policies

Policy Mathematical representation

Most Recent Rr+1 = max
(⌈

M̂(rK)

⌉
, Rmin

)
Mean Rr+1 = max

(⌈
1
K

∑r·K
i=(r−1)K+1 M̂i

⌉
, Rmin

)
Weighted Mean Rr+1 = max

(⌈
1
K

∑r·K
i=(r−1)K+1 wiM̂i∑r·K
i=(r−1)K+1 wi

⌉
, Rmin

)
Max Rr+1 = max

(⌈
max

r(K−1)+1≤i≤rK
M̂i

⌉
, Rmin

)

Since the recent value is important than older values, “weighted sample

mean policy” can be used for the determination of pool size. In the

weighted sample mean policy, weight wi is multiplied by M̂i in (8), which

can be represented as

Rr+1 = max

 1

K

r·K∑
i=(r−1)K+1

wiM̂i

 , Rmin

 . (3.19)

In addition to these policies, the “max policy” can be used, which se-

lects the maximum value from K observations for Rr+1, which can be

represented as

Rr+1 = max

(⌈
max

r(K−1)+1≤i≤rK
M̂i

⌉
, Rmin

)
. (3.20)

Table 3.1 summarizes the conventional approaches to decide the size of

pool.

Unfortunately, the existence of the si-periodicity and the mis-selection

of initial preamble pool can cause rapid changes of Mi, since the BS
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cannot adjust the parameters for the RACH procedure during the si-

periodicity. For example, let devices arrive with uniformly distributed

arrival with E[λi] = λ̄. Let TRAR = WRAR = WBO = 0. In this case,

Mi = λi +Mi−1 − Si−1. In addition, E[Si|Mi, Rr] needs to be equal to λ̄

to maximize throughput. Let R∗
r be the optimal size of preamble pool.

If R1 is selected as R1 < R∗
1, E[Si|Mi, Rr] becomes smaller than λ̄, and

Mi will increase in first si-period. Conventional methods will select R2

as R2 > R∗
2. In second si-period, E[Si|Mi, pr, Rr] becomes larger than λ̄,

thus Mi will continuously decrease. Conventional methods will select R3

as R3 < R∗
3, which returns to the situation for first si-period. Thus, Mi

will change with continuous fluctuation with peaks and troughs until the

activation of devices stops.

Although TRAR, WRAR, and WBO are non-zero, fluctuation can be

observed. To maximize the expected throughput, Mi needs to be equal

to Rr without regarding to i. This can be possible if PS,i = e−1 and

Mi[1] = c ∀i where c is an arbitrary constant. However, Mi or Mi[1]

are random variables so PS,i can be different to e−1. Because Rr is fixed

during a si-periodicity and (3.15) is recursive, Mi is expected to increase

during si-periodicity if PS,i becomes smaller than e−1, and is expected to

decrease during si-periodicity if PS,i is larger than e−1. M̂i is also affected

by the change. Therefore, the selection of Rr+1 using the sample mean,

the weighted sample mean, or the latest value of M̂i cannot be effective

because of the changes of Mi during the si-periodicity.

The simulations for the selection of Rr+1 using the sample mean shows

the ineffectiveness in throughput. Figure 3.1 shows the values of Mi, Rr,
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and the optimum value for Rr, which is defined as R∗, in a simulation

when Rr+1 is updated using (3.18), the devices arrive with uniform dis-

tribution, and the M of 100,000. The detailed description for the param-

eters used for the figure will be presented in Section 3.5. The difference

between the determined parameters (Rr) and the optimum parameters

(R∗) can be observed in Figure 3.1. R∗ is about 135 in this example.

R1 is equal to 54, which is too small to support the active devices in

the time slots. Thus, PS,i is lower than e−1. The collided devices in

a time slot backoff to later time slots, thus the number of contending

devices in a time slot increases, PS,i also decreases, and repeats during

first si-period. Therefore, Mi increases exponentially in first si-period.

Thus, R2 is selected as a larger value than R∗, however it is still small to

resolve the congestion. Therefore, R3 is selected as a very large value. In

third si-period, PS,i increases larger than e−1 and Mi becomes lower than

135. Thus, R4 becomes too small than the optimum value. Again, PS,i

decreases lower than e−1 and Mi rises exponentially, and repeats. This

“wave problem" arises due to the si-periodicity longer TRAREP .

Figure 3.2 shows the simulation with M of 30,000 devices. Figure 3.3

shows the simulation with M of 50,000 devices. The optimum parameter

(R∗) for 30,000 devices is about 40, and that for 50,000 devices is about

67. In both cases, the wave problem is occurred thus the difference be-

tween Mi and Rr is occurred. Although the size of preamble can be very

similar to the optimum value, the accumulated number of collided users

or the random arrivals change Mi to the values far from the optimum

value as shown in Figure 3.3.
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Although the demonstration is given sample mean, the determination

using the most recent, weighted mean, max policies also show same prob-

lem. This “fluctuation problem" arises because the si-periodicity is longer

than RACH periodicity. The si-periodicity reduces the throughput of the

system because the fluctuation problem makes difference between Mi and

Rr. To resolve the fluctuation problem, the BS needs to determine proper

R1. Because changes in Mi[1] can also cause the problem, the BS should

predict Mi[1] to determine R1, or control Mi[1] to decrease the differ-

ence between Mi and R1. However, it is difficult to decide these values

in practical systems. Therefore, this dissertation proposes the preamble

partition protocol using collision information of devices.
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3.4. The Proposed Preamble Partition Protocol

The analysis in the previous section shows that fluctuation problem de-

creases the throughput. The fluctuation problem occurs when the BS

selects parameters using M̂i which can differ to R∗. The analysis in pre-

vious section implies that the BS requires a value for the size of pool

which is similar to R∗ in every si-period to stabilize Mi and M̂i.

When the devices are grouped using n, the value for the better size of

pool can be obtained. For a given threshold, Nth, let the deep backlogged

devices be the devices that experienced backlogs larger than Nth times.

Let BN(i) be the number of non-deep backlogged devices, and BD(i) be

that of deep backlogged devices. They are equal to

BN(i) =

Nth∑
n=1

Mi[n], (3.21)

BD(i) =
Nmax∑

n=Nth+1

Mi[n]. (3.22)

Let B∗
N(i) and B∗

D(i) be BN(i) and BD(i) in the optimum condition, i.e.

PS,i = e−1,∀i, respectively. They are equal to

B∗
N(i) =

Nth∑
n=1

λ̄TRAREP (1− e−1)n−1, (3.23)

B∗
D(i) =

Nmax∑
n=Nth+1

λ̄TRAREP (1− e−1)n−1, (3.24)

where λ̄ is the mean arrival rate of devices. In (3.23) and (3.24), (1 −

e−1)n−1 decreases as n increases. Thus, we can expect that B∗
N(i)+B∗

D(i)
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can be close to B∗
N(i) for a sufficiently large Nth. As |PS,i−e−1| increases,

both |BN(i)−B∗
N(i)| and |BD(i)−B∗

D(i)| increase where |x| is the absolute

value of x. However, the speed of increase of |BN(i)−B∗
N(i)| can be slower

than that of |BD(i)−B∗
D(i)| with a sufficiently small Nth. From the two

properties, we can expect that if Nth is correctly selected, BN(i) can be

close to R∗, where R∗ = B∗
N(i) + B∗

D(i). Figure 3.4 shows Mi, BN(i),

and R∗ for M of 50,000 and 100,000 with Nth = 4. BD(i) is excluded

in Figure 3.4 but can be obtained from the difference between Mi and

BN(i). As shown in Figure 3.4, BN(i) changes around R∗ compared to

Mi. Thus, if the BS can estimate and use BN(i) to determine the size of

the pool, the throughput can be increased because the BS can obtain and

use the size of the pool close to R∗. Since PS,i can differ from e−1 in a real

system yet PS,i is generally unknown, we selected Nth to minimize the

square error between R∗ and
∑Nth

n=1 λ̄TRAREP (1− p)n−1 for the arbitrary

success probability p in the range of probability. The selection can be

represented as

argmin
Nth

1∫
0

λ̄TRAREP

{
Nmax∑
n=1

(1− e−1)n−1 −
Nth∑
n=1

(1− p−1)n−1

}2

dp. (3.25)

Note that λ̄TRAREP can be replaced by 1 since in can be regarded as a

constant.

In conventional DARR, the BS cannot estimate BN(i) because the

BS cannot distinguish whether or not a preamble in RACH is sent by

non-deep backlogged devices. To estimate and use BN(i) in the BS, this

dissertation proposes the preamble partition protocol, in which a single

preamble pool is divided into two preamble pools. In the preamble par-
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tition protocol, the non-deep backlogged devices use one of the preamble

pools, and the deep backlogged devices use the other preamble pool.

Therefore, the BS can distinguish whether or not a preamble is sent by

non-deep backlogged devices, and can estimate the number of devices in

each group. The proposed protocol does not require an additional mes-

sage or complex computation compared to the conventional DARR. The

proposed preamble partition protocol requires additional bits in SIB2 as

well as algorithms in the devices and BS.

Preamble group selection in the devices: In the proposed pream-

ble partition, the device periodically receives a broadcasted message as

conventional LTE-A, such as SIB2, which contains information about the

preambles in the pool for group 1, those for group 2, and Nth. Let Cm be

the pool for group m (m=1 or 2). Let Rm,r be the size of the pool in the

r-th si-period for group m. Suppose that the preamble transmission of a

device occurred in the i-th RACH period, and the transmission will be

the n-th preamble transmission. If R2,r = 0, or R2,r > 0 and n ≤ Nth, the

device selects a preamble in C1. Otherwise (i.e. R2,r > 0 and n > Nth),

the device selects a preamble in C2. Since the devices in which n > Nth

are excluded in group 1 in most cases, the estimation for the number

of contended devices in group 1 becomes the estimation of BN(i). The

pseudo code for the proposed protocol used for devices is represented

in Algorithm 3.1. As shown in line 2 in Algorithm 3.1, additional bits

for C2 and Nth in SIB2 are required. However, the complexity of the

algorithm for the device is the same as that for the conventional LTE-A,

since similar operations, except lines 8 to 12 in Algorithm 3.1, are also
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required in the conventional system.

Decision for the size of pools and notification in the BS: The

preambles in the two pools are determined and notified by the BS. In

initial stage, the BS starts RA with arbitrary R1,1, for example, 54 as in

conventional LTE-A. The BS cannot expect the necessity of group 2, thus

the BS starts RA without group 2, i.e. R2,1 = 0. The BS determines

and broadcasts R1,r and R2,r in every TUPDATE subframes for DARR

in LTE-A. Let the number of contended devices at time slot i in group

m be Mm,i, and its estimate be M̂m,i. As in DFSA, the BS can count

the number of unused, succeeded, and collided preambles in each RACH

period and for each group. Let the number of unused preambles for group

m in i-th time slot be M̂m,i. M̂m,i is equal to

M̂m,i = f(Om,i, Rm,r). (3.26)

Let the sample mean of M̂m,i in r-th si-period be M̄m,r, which is equal to

M̄m,r =
1

K

r·K∑
i=(r−1)K+1

M̂m,i. (3.27)

At every TUPDATE, the BS determines R1,r+1 as

R1,r+1 = max(⌈M̄1,r⌉, Rmin). (3.28)

The BS can set as ⌈M̄2,r⌉ if R2,r > 0. However, if R2,r = 0, the BS cannot

obtain M̄2,r. In this case, the BS needs to determine R2,r+1 using M̄1,r.

Let γ be the expected ratio of devices contended in group 1 to that in

group 2 in the system with optimum success probability (PS,i = e−1),
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Algorithm 3.1 Algorithm for the devices with the preamble partition

protocol
1: On receiving SIB2 from BS:

2: obtain and update C1, C2 and Nth.

3: On receiving the request for RA procedure from upper layer:

4: if C1, C2 and Nth are not obtained

5: wait until they are obtained.

6: end if

7: for n = 1 to Nmax

8: if n ≤ Nth

9: randomly selects a preamble in C1.

10: else

11: randomly selects a preamble in C2.

12: end if

13: transmit the selected preamble to BS in upcoming time slot.

14: activate timer and wait for MSG2.

15: if(MSG2 is arrived before timer expiration)

16: perform remaining procedures including data transmission.

17: if(data is successfully delivered to BS)

18: return as success.

19: end if

20: end if

21: end for
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which can be obtained by

γ =

∑Nmax

n=Nth+1(1− e−1)n−1∑Nth

n=1(1− e−1)n−1
. (3.29)

Therefore, the BS determines the BS determines R2,r+1 as

R2,r+1 =

 ⌈γM̄1,r⌉ ;R2,r = 0,

⌈M̄2,r⌉ ;R2,r > 0.
(3.30)

The algorithm for BS is represented in Algorithm 3.2

Algorithm 3.2 Algorithm for the BS with the preamble partition pro-

tocol
1: On completing time slot i:

2: obtain M̂m,i using (3.26).

3: On completing r-th si-period:

4: obtain M̄1,r and M̄2,r using (3.27).

5: R1,r+1 = max(⌈M̄1,r⌉, Rmin)

6: if R2,r = 0

7: R2,r+1 = ⌈γM̄1,r⌉

8: else

9: R2,r+1 = ⌈M̄2,r⌉

10: end if

11: construct the pools for each group, C1 and C2.

12: transmit SIB2 including information for C1, C2, and Nth .
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3.5. Performance Evaluation

In this section, we present simulation results of the throughput in time

slot i over time and the average throughput with respect to M . The

values for parameters used in simulation are summarized in Table 3.2.

In the evaluation, the arrival distribution for devices is set as uniform or

Beta (α = 3, β = 4) distribution. Ta and Nmax are set as 10 seconds

and 10, respectively [8]. In the simulation, 1 subframe is equal to 1

milliseconds. TRAR, WRAR, WBO are set as 3, 5, and 20 subframes,

respectively [8]. TRAREP is 5 subframes. TUPDATE is 160 subframes,

which is an available periodicity of SIB2 [26, 37]. We use Rmin of 10 [12],

and R1, and R1,1 of 54 [8]. The Nth is equal to 4 with the parameters.

The BS estimates the number of contended devices in a RACH using

the estimation function from the study by Khandelwal et al. [49] for the

simulation which is equal to

f (Oi, Rr) =

 min

{
log

(
Oi,0
Rr

)
log(1− 1

Rr
)
, Oi,1 + 2Oi,2

}
;Oi,0 > 0,

Oi,1 + 2Oi,2 ;Oi,0 = 0.

(3.31)

The Riverbed Modeler (known as OPNET Modeler) is used for the

simulation. We have implemented the state machines and the operations

in each state for the devices and the BS, which simulate RACH proce-

dure with given system model and the parameters for evaluation. In the

simulation, each device selects an arrival time according to the arrival

distribution and Ia. Mi[1] and Mi changes randomly during simulation

due to the arrival distribution and the probability to select a preamble
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Table 3.2. Parameters for performance evaluation of preamble partition

protocol

Parameters Value

Arrival distribution
Uniform,

Beta(α = 3, β = 4)

Ta 10 seconds

Ia 2000 slots

Nmax 10

TRAR 3 subframes

WRAR 5 subframes

WBO 20 subframes

TRAREP 5 subframes

TUPDATE 320 subframes

Rmin 10

R1, R1,1 54

R2,1 0

in device. Thus, we take 1,500 simulations for each point in Figures from

3.5 to 3.12. The number of simulations is selected to reduce the stan-

dard error to be below 0.5% of the average value of each metric. For the

proposed protocol, PS,i becomes

PS,i =


(
1− 1

R1,r

)Mi−1

;n ≤ Nth,(
1− 1

R2,r

)Mi−1

;n > Nth.
(3.32)
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Figure 3.5 shows the throughput at time slot i (Ti) in a simulation

using 100,000 devices, respectively. The uniform distribution for arrival

and proposed preamble partition protocol is applied in both simulations.

The throughput during the first TUPDATE subframes decreases rapidly

because initial size of pool, R1,1, is much smaller than the number of

arrivals. By calibrating the size of pool in the second and third si-period,

the throughput approaches the maximum throughput.

Figure 3.6 shows the values of Mi, Rm,r, and Rr, where Rr = R1,r +

R2,r, for M of 100,000, respectively. Because R1,1 and R2,1 are set to 54

and 0, respectively, Mi rapidly increases in the first 320 subframes due

to the small number of preambles. By allocating R2,2 at 320 subframes,

the deep backlogged devices are contended and estimated independently

to the non-deep backlogged devices. Therefore, the BS can know the

estimates of BN(i). After the third interval, the variation of Mi becomes

small by independent selection of R1,r using estimated BN(i). Note that

the small variations after 960 subframes can be observed by random

arrivals during a si-periodicity.

Figure 3.7 shows the comparison of the average throughputs for uni-

formly distributed arrivals with different arrival rates. The arrival rate

is the number of newly arrived devices per RACH period. The average

throughput in a simulation, denoted by Ū , is equal to

Ū =
1

Ia

Ia∑
i=1

Ui. (3.33)

For the weighted mean policy, the weight is set as

wi = 1 + mod(i− 1, K). (3.34)
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Fig. 3.7. The average throughput vs. the number of arrivals per time

slot for uniformly distributed arrival
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slot for Beta distributed arrival
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where mod (x, y) refers to the remainder of the division of x by y.

The fluctuation problem decreases the throughput of the conventional

policies. The preamble partition protocol reduces the fluctuation problem

so the throughput of the proposed protocol is larger than that of the

conventional policies. Note that the utilities for all approaches slightly

increases when the average number of arrivals per RA slot is around 20,

because the average number of devices contending in RACH period is

similar to the initial size of the preamble pool.

Figure 3.8 shows the average throughput for the Beta-distributed ar-

rivals. The preamble partition protocol also shows better throughput for

the Beta distribution, where the arrival rates change with the ∩-shaped

curves. The throughput is increased by approximately from 29.7% to

114.4% and from 23.0% to 91.3% compared with sample mean policy for

the uniform and Beta distributed arrivals, respectively, when the arrival

rate is equal to 50 devices per RACH period (corresponding to M of

100,000 devices).

Figures 3.9 and 3.10 show the success ratio for the uniform and Beta

distributed arrival, respectively. The success ratio is equal to the ratio

of the sum of Si for all i to M . As in Figure 3.1, the fluctuation of Mi

generally has two types of interval in turn, as denoted by W1 and W2,

where Mi > R∗ during W1 and the Mi < R∗ during W2. If the duration

of W1 increases or |Mi − R∗| increases in W1, the sum of Si generally

decreases. If the duration of W2 increases or |Mi−R∗| increases in W2, the

sum of Si generally increases. The max policy allocates excessively large

pool sizes thus the mean duration of W2 increases. However, the success
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Fig. 3.9. Success ratio vs. arrival rate per RACH period for uniformly

distributed arrival
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Fig. 3.10. Success ratio vs. arrival rate per RACH period for Beta

distributed arrival
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ratio decreases as the arrival rate increases since |Mi − R∗| increases in

W1. The average pool sizes of other three conventional policies are similar

and smaller than that of max policy but their fluctuation patterns are

different. The most recent policy selects very small pool size in W2, which

causes long duration of W1 and the increase of |Mi−R∗| in W1 compared

with mean policy. The mean policy selects small pool size in the middle

of W1 thus the time to enter W2 increases. The weighted mean policy

selects sufficiently large pool size in W1 and not selects very low pool size

in W2. However, fluctuation is still observable. In addition, when arrival

rate is small, it shows similar pattern to the most recent policy. The

proposed protocol shows high success ratio by decrease Mi in W1 close to

R∗ even the average pool size shows smallest value compared with other

policies.

Figures 3.11 and 3.12 show the average number of preamble trans-

missions for success with the uniform and Beta distributed arrivals, re-

spectively. The high value implies a high number of collisions and long

delay to success. The max policy shows the lowest values due to the

low number of collisions from the large size of the preamble pool. The

proposed protocol shows lower values than the other three conventional

policies. The lower values imply the lower number of collisions than the

other three conventional approaches.
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Fig. 3.11. Average number of preamble transmissions for success vs.

arrival rate per RACH period for uniformly distributed arrival
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Fig. 3.12. Average number of preamble transmissions for success vs.

arrival rate per RACH period for Beta distributed arrival
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3.6. Summary

In this chapter, the challenge of the throughput degradation for DARR

in LTE-A due to si-periodicity was discussed. To resolve the fluctua-

tion problem, this dissertation proposed a preamble partition protocol

for LTE-A. The proposed preamble partition protocol increases through-

put compared to the system without the preamble partition protocol.

The proposed preamble partition protocol can be used to improve the

throughput of the RACH procedure in LTE-A, or RA schemes based on

a frame slotted or multi-channel ALOHA.

Although the throughput degradation in DARR is analyzed and re-

solved, a similar problem is expected in the DFSA for other commu-

nication systems or for the ACB in LTE-A, because they also use an

estimated number of contended devices. To increase the effectiveness of

DFSA or ACB, studies on the throughput degradation from si-periodicity

or similar periodicity need to be carried out.
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Chapter 4. Preamble Partition based Adap-

tive DARR and ACB Protocol

4.1. Introduction

The ACB is one of the congestion control methods to overcome traffic

overload from massive number of devices [4]. The ACB intentionally

defers some of devices to prevent traffic congestion. The ACB is use-

ful when the resource is limited but the traffic is overloaded. Since the

LTE-A operates in the licensed band and with a coverage, the number

of preambles and the bandwidths can be limited. Therefore, the ACB is

one of hot research issues in the expected solutions to overcome traffic

congestion. In addition to the ACB, the BS should allocate the resources

for IoT devices to not exceed their demands although the resource is

sufficient since preambles and bandwidths can be shared with H2H com-

munication users. As represented in previous chapter, DARR covers the

resource allocation. Therefore, an adaptive DARR and ACB protocol is

required to efficiently allocate resource and to overcome traffic overload

with the limited resources.

Since the mobile networks has an interval to announce the resource
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allocation and ACB factor as represented in 2.1, an adaptive DARR and

ACB protocol requires to prevent the throughput degradation. However,

the previous researches for ACB were rarely considered an interval to

notify a message which includes resource allocation results and ACB

factor.

In this chapter, the discussion about the changes in the throughput

when an interval exists which is used to announce resource allocation

results and ACB factor. In addition, a preamble partition and stochastic

gradient descent approach based DARR and ACB protocol is presented

to determine both the size of the pool and ACB factor adaptively. The

preamble partition approach adaptively separates a pool into two pools

or merges two pools into a pool to determine both the pool size and the

ACB factor. The stochastic gradient descent approach is used to find

optimal size of pool. The performance evaluation using simulations is

represented where the results show that the proposed DARR and ACB

protocol approach can achieve performance that is closer to that from

ideal case algorithm than a conventional DARR and ACB protocol.

4.2. System Model

Suppose that a cell consists of a BS and M MTC devices. These devices

are activated not simultaneously but with in a short period of time,

Ta, which is referred as the “activation time" in this chapter [4]. Each

devices are activated at time t with a probability density function of

g(t). Let Ia be the number of RACHs within the activation time. The
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activation time is divided into Ia discrete slots, where each slot has longer

duration than a RACH. The i-th slot begins with i-th RACH, where

i = 1, 2, · · · , Ia, · · · . The length of each time slot is equal to the interval

between two consecutive RACHs, where this interval is also referred as

RACH period in this chapter. Let TRAREP be the length of each time

slot. The i-th time slot begins at time ti−1 and ends at time ti. Let λi

be the number of activations during time slot i, which is equal to

λi =
⌈
M

∫ ti
ti−1

g(t)dt
⌉
, i = 1, 2, ... (4.1)

Let K be the number of time slots during a si-period. The r-th si-

period will include time slots from ((r−1)K+1)-th time slot to (rK)-th

time slot. The i-th time slot (i=1,2,...) is included in the r-th si-period

(r=1,2,...) with a relation given as

r = 1 + ⌊(i− 1)/K⌋ . (4.2)

Let the SIB2 for r-th period be changed and broadcasted before the start

of (r− 1)K +1-th time slot. Let TUPDATE be the si-periodicity shown in

Figure 2.1, which is the length of each si-period. K becomes

K = ⌊TUPDATE/TRAREP ⌋ , (4.3)

where ⌊x⌋ is the largest integer equal or smaller than x.

The SIB2 includes information for preamble pool and the access class

barring (ACB). Suppose that there are Rr preambles in the pool for

the r-th si-period, where the pool is given as Cr = {c1, c2, · · · , cRr}.

The minimum size of pool is given as Rmin, i.e., Rr ≥ Rmin. In this
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chapter, this dissertation assumes that the size of the preamble pool can

be variable with upper limit of Rmax. For the ACB, the SIB2 includes

the ACB factor pr for r-th si-period.

In this chapter, an MTC device can transmit preambles until it suc-

ceeds the transmission of data [8]. This dissertation also assumes that the

preamble is always detectable in the BS [4],[12]. A collision always occurs

when two or more devices select the same preamble in the same RACH

period [4]. Suppose that the transmissions of MSG3, MSG4, and data

are always successful, since hybrid automatic repeat request (HARQ) pro-

vides very high transmission probability for MSG3 and MSG4 [8]. Thus,

the performance of the RACH procedure thus depends on the collision

probability.

Assume that Mi devices are activated and but have not finished their

random access before the start of i-th time slot. An activated device

chooses a random variable which is uniformly distributed between 0 and

1. If the selected random variable is larger than pr, the device defers the

random access trial to the next time slot, and repeats the selection of the

random variable. Otherwise, the device transmits a preamble through a

RACH, where the preamble is randomly chosen from the preamble pool.

Let TRAR be the waiting time before the start of the random access

response window, let WRAR be the size of the RAR window, and let WBO

be the size of the backoff window. The devices failed the random access

in from (i−k2)-th RACH period to (i−k1)-th RACH period will backoff
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to i-th RACH period, where k1 and k2 are obtained by

k1 =

⌈
TRAR +WRAR

TRAREP

⌉
, (4.4)

k2 =

⌈
TRAR +WRAR +WBO

TRAREP

⌉
. (4.5)

Let Ni be the number of devices that passed the ACB check. Ni

devices transmit their preambles randomly chosen from Cr in i-th time

slot. The statistical expectation of Ni for given Mi and pr is equal to

E[Ni|Mi, pr] = prMi. (4.6)

In a practical system, a BS cannot know Mi and Ni since it cannot

obtain λi without explicit signaling. However, the BS can estimate Mi

and Ni. Let M̂i and N̂i be the estimate for Mi and Ni, respectively.

Let Oi = [Oi,0, Oi,1, Oi,2] be the observation vector for the preambles

allocated for the i-th RACH period, where Oi,0, Oi,1, and Oi,2 are the

observed number of unused, successful, and collided preambles, respec-

tively. The BS can use an estimation function of Oi and Rr, f(Oi, Rr),

to obtain N̂i after completing RA in the i-th RACH period, which can

be represented as

N̂i = f(Oi, Rr). (4.7)

Once the BS obtained N̂i, the BS can estimate Mi from N̂i and pr. The

estimation can be represented as

M̂i =
N̂i

pr
. (4.8)

In this study, the BS attempts to increase the RACH throughput. Let

Si be the number of devices that successfully transmit their preamble in
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the i-th RACH period. Let Ui be the RACH throughput for each i-

th RACH period. The RACH throughput is the ratio of the number

of successful preambles in a RACH period to the allocated number of

preambles in the RACH period, which is equal to

Ui = Si/Rr. (4.9)

4.3. Problem Definition: Needs of adaptive MAC pro-

tocol considering si-periodicity

In the standard of LTE-A, the maximum number of preambles per RACH

is fixed. When the number of M2M devices contending in a RACH

exceeds the number of preambles per RACH, the congestion will occurs.

The access class barring (ACB), sometimes referred as access barring

(AB), is one of hot issues in the random access of LTE-A. The ACB

defers some access of devices without changing the number of preambles.

When the number of M2M devices does not exceed the number of

preambles, the excessive allocation of preambles for M2M devices can

take the opportunity of random access of the H2H devices or other de-

vices those have high priority than M2M devices. Thus, the DARR is

required in BS in addition to the ACB, since the traffic load is continu-

ously changes over time. Therefore, the adaptive MAC protocol combin-

ing DARR and ACB is required. The adaptive MAC protocol also needs

to consider the interval to update the resource allocation and ACB factor

for mobile network similar to the discussion in the previous chapter.
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4.3.1 Background for the adaptive MAC protocol

with DARR and ACB

Without considering the si-periodicity, the optimal pool size and ACB

factor are already studied. Remind that the DARR selects the pool size

equal to the expected number of contending devices in (i + 1)-th time

slot to maximize throughput for K = 1. With the system model for this

chapter, the maximum pool size is limited by Rmax. In addition, Si+1 will

increase as Rr+1 increases. Therefore, the BS needs to select the pool

size for K = 1 as

Rr+1 = min[Rmax,Mi]. (4.10)

The ACB controls the number of contending devices in a RACH by an-

nouncing ACB factor when the expected number of contending devices

exceeds the number of preambles. The throughput of random access is

maximized when Ni+1 = Rr+1, and the expectation for Ni+1 needs to be

equal to Rr+1. Therefore, the BS needs to find pr+1 such as

E[Ni+1|Mi+1, pr+1] = pr+1Mi+1 = Rr+1. (4.11)

However, Mi+1 is a random variable and unknown for BS. M̂i+1 is also

unknown before the completion of (i + 1)-th RACH. As described in

previous chapter, Mi+1 includes the number of devices backoffed from

previous time slots, and λi and λi+1 are correlated according to the arrival

distribution for the activation of devices [8, 14]. Therefore, the BS selects

pr+1 for K = 1 given Mi and Rr as

pr+1 =
Mi

Rr

=
E[Ni|Mi, pr]

prRr

. (4.12)
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Algorithm 4.1 Conventional algorithm to select pool size and ACB

factor for K = 1
1: On completing last RACH period in r-th si-period (i = r):

2: obtain Oi = [Oi(0), Oi(1), Oi(2)]

3: obtain N̂i = f(Oi, Rr)

4: obtain M̂i =
N̂i

pr

5: Rr+1 = max
{
Rmin,min

(
M̂i, Rmax

)}
6: pr+1 = min

(
1, Rr+1

M̂i

)

The conventional algorithms select ACB factor and pool size for (i+1)-th

(=(r + 1)-th for K = 1) RACH period based on M̂i and N̂i, where this

approach can be simplified as the algorithm in Algorithm 4.1.

4.3.2 Throughput degradation in DARR due to the

resource allocation update interval

As the analysis in the previous chapter, the si-periodicity causes the

fluctuation problem in the DARR. The fluctuation problem causes the

degradation of throughput for DARR. When the si-periodicity is given,

which means that K > 1, the BS needs to select Rr+1 and pr+1 after

passing multiple time slots. Before construction of SIB2, BS will have

N̂(r−1)K+1, ..., N̂rK , and M̂(r−1)K+1, ..., M̂rK . If the BS uses the basic

algorithm, the BS will select Rr+1 and pr+1 based on M̂rK and N̂rK .

If the network is operating with R∗
r < Rmax, the BS will use DARR. If

the basic algorithm is used to select Rr, the oscillation of Mi will occur.

Remind that E[Si|Mi, pr, Rr] is maximized when Ni = Rr for given Rr
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where Ni = Mi in this case. Let TRAR = WRAR = WBO = 0, and let

devices arrive with uniformly distributed arrival with E[λi] = λ̄. In this

case, E[Si|Mi, pr, Rr] needs to be equal to λ̄ to maximize throughput. If

R1 is selected as R1 < R∗
1, E[Si|Mi, pr, Rr] < λ̄, and Mi will increase in

first si-period. The conventional algorithm will select R2 as R2 > R∗
2. In

second si-period, E[Si|Mi, pr, Rr] > λ̄, thus Mi will continuously decrease.

The conventional algorithm will select R3 as R3 < R∗
3, which returns

to the situation in first si-period, and continues until the activations of

devices stop. The random arrivals of λi also increase the probability to

select improper Rr. This fluctuation of Mi must be resolved to increase

the throughput. Thus, the algorithm combining DARR and ACB needs

to consider the fluctuation problem.

4.3.3 Throughput of ACB with ACB factor update

interval

If R∗
r = Rmax, ACB will be used to reduce congestion with Rr = Rmax.

If Mi > Rr continuously, Mi increases gradually as i increases. In this

case, Rr

Mi
will decrease continuously. |pr − Rr

Mi
| also decreases continuously

which means the error between selected ACB factor and optimal ACB

factor. Thus, the pr selected by conventional approach will gradually

converge to the optimal ACB factor, and the throughput also converges

to optimal throughput.
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4.4. Proposed dynamic resource allocation

and congestion control protocol

In this section, this dissertation proposes a dynamic congestion control

algorithm. The proposed algorithm selects the pool size using preamble

partition approach. In addition, the stochastic gradient descent method

is used to search the better pool size for statistical system.

4.4.1 Background for device grouping

For the description, let TRAR = WRAR = WBO = 0. Let Pi be the

preamble success probability that device can successfully transmit its

preamble at time slot i given that pr = 1, where

Pi =

(
1− 1

R(⌊(i−1)/K⌋+1)

)(Mi−1)

. (4.13)

The activated device backoffs until success. Thus the expectation of Mi

becomes

E[Mi] = λi +
i−1∑
n=1

λi−n

n∏
x=1

(1− Pi−x). (4.14)

Let E∗[Mi] be the expectation of Mi when throughput is continuously

optimized. If the network is continuous optimized in the throughput, i.e.

Pi ≃ e−1, ∀i, E∗[Mi] is equal to

E∗[Mi] = λi +
i−1∑
n=1

(1− e−1)nλi−n. (4.15)

If E[Mi] is similar to E∗[Mi], the decision for Rr+1 by M̂i will be good

selection. With K = 1, M̂i+1 and M̂i can be similar because Pi can be
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controlled to be close to e−1. However, when K > 1, E[Mi] can have

large difference with E∗[Mi]. (1− e−1)n converges to 0 as n increases but
n∏

x=1

(1−Pi−x) is not due to the fluctuation problem. In this case, referring

M̂i will be bad selection for Rr+1.

If the BS can have observed values which is close to E∗[Mi] and can

use for the selection of pool size for DARR, the oscillation of Mi can

be decreased. Let B∗(i) be the expected number of devices at time slot

i which has the number of backlogs equal or less than Nth and when

throughput is continuously optimized. Nth is a threshold for the number

of backlogs. B∗
N(i) is equal to

B∗(i) = λi +

Nth∑
n=1

(1− e−1)nλi−n. (4.16)

Let B(i) be the expected number of devices which has the number of

backlogs less than Nth at time slot i. B(i) is equal to

B(i) = λi +

Nth∑
n=1

λi−n

n∏
x=1

(1− Pi−x). (4.17)

If Nth is sufficiently large, B∗(i) ≃ E∗[Mi]. If Nth is sufficiently small,

(1− e−1)n has large value, thus the error between BN(i) and B∗
N(i) will

decrease compared to the error between E[Mi] and E∗[Mi]. Thus, BN(i)

with a selected Nth can provide an observation which is close to E∗[Mi].

4.4.2 Background for the optimization with stochas-

tic process

The stochastic gradient descent (SGD) method is a stochastic approxi-

mation of the gradient descent optimization method [66]. The gradient
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descent method gradually finds the optimal parameters using the differ-

ence between current parameter and the gradient [67]. The SGD method

is useful to find optimal input with low computational cost, which is

enabled by the iterative computation [12]. Since the objective in the

system is to maximize the throughput, the BS needs to find Rr and pr

which maximize E[Ui|Mi, pr, Rr]. For the SGD method, the derivative of

E[Ui|Mi, pr, Rr] with respect to Rr is required. Let the ∇i(Rr) be the

derivative of E[Ui|Mi, pr, Rr]. ∇i(Rr) is equal to

∇i(Rr) = dE[Ui|Mi,pr,Rr]
dRr

= Ni(Ni−Rr)
R3

r

(
1− 1

Rr

)Ni−2
.

(4.18)

Since ∇i(Rr) is small for large Rr and Ni, the convergence rate of the

SGD method can be slow. To increase the convergence rate, the second

order SGD method can be used [66]. For the second order SGD, the

second order derivative is required. Let the ∇2
i (Rr) be the second order

derivative of E[Ui|Mi, pr, Rr]. ∇2
i (Rr) is equal to

∇2
i (Rr) = d2E[Ui|Mi,pr,Rr]

dR2
r

= Ni

R5
r

(
1− 1

Rr

)Ni−3

×[Rr(1−Rr)− (Ni −Rr)(Rr − 3Ni + 1)].

(4.19)

When Rr ≃ Ni,

∇2
i (Rr) ≃ H0 = −Ni

R3
r

(
1− 1

Rr

)Ni−2

. (4.20)

Let ∇̄i(Rr) be the ratio of the first order derivative to the approximated

second order derivative. ∇̄i(Rr) is equal to

∇̄i(Rr) =
∇i(Rr)

H0

= Rr −Ni. (4.21)
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The solution by gradient method can be the input for local maxi-

mum when multiple candidates for inputs exist. Thus, we need to check

whether the solution from gradient method can result global maximum

or not. First, if Ni = 0, throughput is always zero regardless to Rr.

Second, if Ni = 1, the maximum throughput becomes 1 with Rr = 1 and

decreases as Rr increases. Third, when Ni ≥ 2, Rr = Ni be the sole input

for maximum or minimum output from ∇i(Rr) = 0 in 0 ≤ Ni, Rr < ∞.

In third case, Rr = Ni be the inputs for global maximum or global min-

imum. To check whether the input Rr = Ni derives global maximum

or not, we need to check second order gradient at Rr = Ni. (4.19) with

Rr = Ni is equal to

∇2
i (Rr = Ni) =

1

N4
i

(
1− 1

Ni

)Ni−3

{Ni(1−Ni)} < 0, (4.22)

for Rr ≥ 1 and Ni ≥ 2. Since ∇2
i (Rr = Ni) is always lower than zero,

the output with Rr = Ni becomes the global maximum with Ni ≥ 2.

From the analysis on three cases, the gradient method will find input for

global maximum output in the valid ranges for Rr and Ni.

For the second order SGD method, the BS internally estimates the

value for Rr. Let R̂r be the estimate for Rr. With the step size αdg, the

BS can estimate the value for Rr+1 using the following iterative method:

R̂r+1 = max[Rmin, R̂r − αdg∇̄i(R̂r)]

= max[Rmin, R̂r − αdg(R̂r −Ni)].
(4.23)

The BS then can broadcast Rr+1 = ⌈R̂r+1⌉ to all devices. Note that

the flooring, ceiling, or rounding operation should not be used for (4.23)

otherwise the error due to small error will be accumulated.
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4.4.3 Preamble partition based adaptive resource al-

location and congestion control protocol

Based on two backgrounds and the analysis on throughputs, this disserta-

tion proposes the preamble partition based adaptive resource allocation

and congestion control protocol. This protocol includes the algorithm

for BS and the algorithm for devices. To know the estimation of B(i)

in BS, the BS requires the observation vector to estimate the number of

devices which have the number of backlogs less than Nth. This disser-

tation proposes the device grouping method for the estimation of B(i).

The BS allocates two preamble pools before the start of r-th si-period,

where the size of first pool is R1,r and that of second pool is R2,r. The BS

also calculates two ACB factors, where the ACB factor for first pool is

p1,r and that for second pool is p2,r. The BS broadcasts the information

of preamble pools and the ACB factors for each group before the start

of r-th si-period.

Let a device experienced backlogs n times before the start of i-th time

slot. In i-th time slot, the device does ACB check using p1,r and select

a preamble from the first pool if n < Nth or R2,r = 0. The device is

regarded as in the first group in i-th time slot. Otherwise, i.e. if n ≥ Nth

and R2,r > 0, the device does ACB check using p2,r and selects a preamble

from the second pool. The device is regarded as in the second group in

i-th time slot.

Let O1,i and O2,i be the observation vectors for each group in i-th

time slot, respectively. Let N̂1,i and N̂2,i be estimation of the number of
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contending devices for each group in i-th time slot, respectively. For the

group index m = 1 and 2,

N̂m,i = f(Om,i, Rm,r). (4.24)

Note that N̂1,i = B̂(i), where B̂(i) is the estimation of B(i). Let M̂1,i

and M̂2,i be estimation of the number of activated devices in each group

in i-th time slot, respectively, which can be obtained by

M̂m,i = N̂m,i/pm,r. (4.25)

Algorithm 4.2 shows the preamble partition based DARR and ACB

algorithm for BS. The BS estimates the pool size of each group based

on the SGD method as the lines from 5 to 10, where R̂m,r denotes the

estimates for the pool size of m-th group. If one of the estimated pool size

exceeds the maximum pool size, which means that Rmax is not sufficient

to serve activated devices, the BS uses single pool with ACB as the lines

from 12 to 14. If the sum of the estimated pool size exceeds the maximum

pool size but each pool size not exceeds, the BS uses ACB for first group

and DARR for second group to reduce access delay as lines from 15 to

17. Otherwise, the BS uses DARR for both group as the lines from 20

to 26 to increase resource efficiency.

Algorithm 4.3 shows the algorithm for UE. The UE selects a preamble

in second group if the pool for second group is given by BS and the

number of backoff is larger than a threshold Nth. Otherwise, the UE

selects a preamble in first group.
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Algorithm 4.2 The proposed DARR and ACB algorithm for BS
1: On completing last RACH period in r-th si-period (i = rK):

2: obtain Om,i,m = 1, 2

3: obtain N̂m,i = f(Om,i, Rm,r)

4: obtain M̂m,i =
N̂m,i

pm,r

5: R̂1,r+1 = max[0, R̂1,r + αdg{min(Rmax, M̂m,i)− R̂1,r}]

6: if (M̂2,r > 0)

7: R̂2,r+1 = max[0, R̂2,r + αdg{min(Rmax, M̂m,i)− R̂2,r}]

8: else

9: R̂2,r+1 = 0.2R̂1,r+1

10: end if

11: if(⌈R̂1,r+1 + R̂2,r+1⌉ ≥ Rmax)

12: if(⌈R̂1,r+1⌉ ≥ Rmax or ⌈R̂2,r+1⌉ ≥ Rmax)

13: R1,r+1 = Rmax, R2,r+1 = 0

14: p̂1,r+1 = min
[
1, Rmax

M̂1,i+M̂2,i

]
15: else

16: R1,r+1 = Rmax − ⌈R̂2,r+1⌉, R2,r+1 = ⌈R̂2,r+1⌉

17: p̂1,r+1 = min
[
1, R̂1,r+1

M̂1,i

]
18: end if

19: p̂2,r+1 = 1

20: else

21: R1,r+1 =
⌈
R̂1,r+1

⌉
, R2,r+1 =

⌈
R̂2,r+1

⌉
22: p1,r+1 = 1, p2,r+1 = 1

23: if (R1,r+1 +R2,r+1 < Rmin)

24: R1,r+1 = Rmin

25: end if

26: end if
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Algorithm 4.3 The proposed DARR and ACB algorithm for devices
1: On before preamble transmission

2: if (R2,r > 0 and n > Nth)

3: Do ACB check using p2,r

4: Select a preamble from the preamble pool for second group

5: else

6: Do ACB check using p1,r

7: Select a preamble from the preamble pool for first group

8: end if
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4.5. Performance evaluation

In this section, this dissertation presents simulation results of the through-

put in time slot i over time and the average throughput with respect to

M . The values for parameters used in simulation are summarized in Ta-

ble 4.1. In the evaluation, the arrival distribution for devices is set as

Beta (α = 3, β = 4) distribution. Ta is set as 10 seconds. In this evalua-

tion, the maximum number of preamble transmission is not limited, i.e.

Nmax is infinity [4]. In the simulation, 1 subframe is equal to 1 millisec-

onds. TRAR, WRAR, WBO are set as 3, 5, and 20 subframes, respectively

[8]. TRAREP is 5 subframes and TUPDATE is changed according to the

si-periodicity [26, 37]. For example, when si-periodicity is 32, TUPDATE

becomes 160 ms. Rmin is set as 3 [12], and R1, and R1,1 of 54 [8]. Rmax

is selected as 64 [11]. The Nth is selected as 4 as in previous chapter. A

controllable parameter for D-ACB with DRA, b, is selected as 1.0 [4]. In

this section, the BS can know the exact number of contended devices in

a RACH, i.e. N̂i = Ni.

The Riverbed Modeler (known as OPNET Modeler) is used for the

simulation of a conventional DARR and ACB protocol, which is dynamic

ACB with dynamic resource allocation (D-ACB with DRA) [4], and for

the simulation of proposed protocol. The state machines and the op-

erations in each state for the devices and the BS have implemented,

which simulate RACH procedure with given system model and the pa-

rameters for evaluation. In the simulation, each device selects an arrival

time according to the arrival distribution and Ia. Mi[1] and Mi changes
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randomly during simulation due to the arrival distribution and the prob-

ability to select a preamble in device. Thus, 6,000 simulations for each

point in Figures from 4.2 to 4.9 are taken.

The performances of the proposed protocols are compared with the

results with ideal case simulation. For the ideal case simulation, a C based

simulator is implemented. The C based simulator includes algorithm in

Algorithm 4.4, where the algorithm is referred as an ideal case algorithm

in this dissertation. In Algorithm 4.4, the BS knows the number of

activating devices in future time slots. In addition, the BS evaluates

the performance of selected pool size and ACB factor to maximize the

expected throughput of future time slots based on the knowledge of the

number of activating devices in future time slots. 6,000 simulations for

each point in Figures from 4.2 to 4.9 are taken for the ideal case algorithm

simulation.

Figure 4.1 shows the average throughput for three DARR and ACB

algorithms. The ideal case algorithm is expected to show best through-

put due to future information, and the actual results are presented as

expected. The throughput increases as the number of devices increases.

For small number of devices, the DARR is used to change pool size. For

large number of devices, the ACB is used to change ACB factor. Note

that the DARR is difficult to obtain better throughput than ACB because

the DARR generally controls pool size but the pool size can be selected in

the domain of integer. The D-ACB with DRA shows low throughput for

small number of devices, which means that it does not select the pool size

to increase throughput. The proposed algorithm shows the throughputs
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Table 4.1. Parameters for performance evaluation of preamble partition

approach

Parameters Value

Arrival distribution Beta(α = 3, β = 4)

Ta 10 seconds

Ia 2000 slots

Nmax infinity

TRAR 3 subframes

WRAR 5 subframes

WBO 20 subframes

TRAREP 5 subframes

TUPDATE variable

Rmin 3

Rmax 64

R1, R1,1 54

R2,1 0

b 1.0
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Algorithm 4.4 Ideal pool size selection for the comparison
1: On completing last RACH period in r-th si-period:

2: assume that BS knows NrK and MrK

3: assume that BS knows λi for i = rK + 1, ..., (r+1)K

4: Rsel = Rmin, psel = 1, Umax = 0

5: for R = Rmin to Rmax

6: p = R
MrK

7: obtain Usum =
∑(r+1)K

i=rK+1 E[Ui|Mi, pr = p,Rr = R]

8: if(Umax > Usum)

9: Umax = Usum

10: psel = p, Rsel = R

11: end if

12: end for

13: Rr+1 = Rsel

14: pr+1 = psel
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Fig. 4.1. Average throughput vs. number of devices for the si-period of

32

close to that with ideal case algorithm. The proposed algorithm shows

from 92.32% to 97.25% of average throughput of ideal case algorithm.

Figure 4.2 shows the average number of successful preambles per

RACH and the average number of allocated preambles per RACH. The

si-periodicity was set as 32. The average numbers of successful pream-

bles per RACH are similar for three algorithms. Thus, the throughput is

decided by the average number of allocated preambles per RACH. The

ideal case algorithm shows lowest number of allocated preambles per

RACH from the information for the future arrivals. The D-ACB with

DRA allocates large number of preambles for DARR. The objective of

D-ACB with DRA is to increase the success of random access rather than

increase the throughput. In addition, the D-ACB with DRA selects very
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low number for pool size at the start of random access, which decrease

the speed to converge. The proposed algorithm shows the average num-

ber of allocated preambles per RACH close to the ideal case algorithm,

although the proposed algorithm allocates little high pool size due to the

lack of future information.

Figure 4.3 shows the cumulative distribution function (CDF) of through-

puts with si-periodicity of 32 and different number of devices. The step

size of throughput is selected as 0.0005. For the number of devices of

10,000 and 30,000, the CDF ensures that the actual throughput of pro-

posed protocol will be not far from the average throughput. For the

number of devices of 50,000, the proposed algorithm has higher proba-

bility for better throughput compared with probability distribution for

the throughput of the D-ACB with DRA.

Figure 4.4 shows the average delay for three algorithms, and Figure

4.5 shows the same results but magnified for delay less than 0.5 s. Gener-

ally, the delay increases as the number of allocated preambles decreases.

Thus, the ideal case shows high delay and D-ACB with DRA shows low

delay. The proposed algorithm shows the delay close to the ideal case

algorithm for small number of devices and the delay close to the D-ACB

with DRA for large number of devices.

Figures 4.6, 4.7, and 4.8 shows the average throughput with respect

to different si-periodicity when the number of devices is 10,000, 20,000,

and 30,000 devices, respectively. As the si-periodicity increases, the BS

hards to make Mi near to Rr, thus the average throughput decreases.

D-ACB with DRA shows low throughput with small number of devices
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Fig. 4.2. (a) Average number of successful preambles per RACH (b)

Average number of allocated preambles per RACH. Si-periodicity is equal

to 32.
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Fig. 4.3. CDF of throughputs for si-period of 32 with (a) 10,000 devices,

(b) 30,000 devices, (c) 50,000 devices

84



0 1 2 3 4 5

x 10
4

0

1

2

3

4

5

Number of devices

A
v
er

ag
e 

d
el

ay
 (

s)

 

 

Ideal
D−ACB with DRA
Proposed

Fig. 4.4. Average delay vs. number of devices for si-period of 32
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Fig. 4.5. Average delay vs. number of devices for si-period of 32, magni-

fied for delay less than 0.5 s
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Fig. 4.6. Average throughput vs. si-periodicity for 10,000 devices

since it changes the number of preambles to maximize the number of

successful devices, not the throughput. The D-ACB with DRA shows

better throughput with 30,000 devices, since the ACB is frequently re-

quired with high number of devices. The proposed algorithm improves

the throughput for DARR, thus the proposed algorithm shows better

throughput which also close to the ideal case simulation.

Figure 4.9 shows the CDF of throughputs with 30,000 devices and

different si-periodicity. The step size of throughput is selected as 0.0005.

The CDF ensures that the actual throughput of proposed protocol will

be not far from the average throughput.
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Fig. 4.7. Average throughput vs. si-periodicity for 20,000 devices
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Fig. 4.8. Average throughput vs. si-periodicity for 30,000 devices
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Fig. 4.9. CDF of utilities for different si-periodicity with M of 30,000

and si-period of (a) 8 time slots, (b) 16 time slots, (c) 32 time slots
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4.6. Summary

In this chapter, the challenge of the throughput degradation for DARR

and ACB in LTE-A due to si-periodicity was discussed. To overcome the

traffic overload and to provide efficient preamble resource usage, a novel

DARR and ACB protocol is proposed in this dissertation. The proposed

protocol provides high throughput in both DARR and ACB by mixing

the preamble partition approach in DARR and the basis of ACB. The

proposed DARR and ACB protocol can be used to adaptively improve

the throughput of the RACH procedure in LTE-A, or RA schemes based

on a frame slotted or multi-channel ALOHA.
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Chapter 5. Optimizing Random Access Pro-

cedure for the Data Transmission

of MTC Devices

5.1. Introduction

The data transmission for a H2H device in idle state requires the initial

attach, and RRC connection to setup SRB1, where SRB means signal-

ing radio bearer. In addition, the device should obtain the resource in

uplink after the RRC connection. However, the M2M or IoT devices

will frequently enter to the idle state since the traffic generation interval

will be very long. Thus, the conventional data transmission procedure

requires random access procedure which causes the large overhead for

the transmission of data of M2M or IoT devices [68]. Therefore, 3GPP

recently changes the specification for not to remove the information of

devices in the BS after the initial attach. In addition, the 3GPP devel-

oped two small data transmission (SDT) procedures, where one is the

data over non-access stratum (NAS) and the other is the data over user

plane [19, 26].
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However, the data over NAS or the data over user plane requires

some overheads since they still exchange the messages for RRC connec-

tion. Two alternative data transmission procedures in previous studies

can be considered as another SDT procedures to reduce overhead. One

is the data in MSG1, where the device transmits the data instead of a

preamble (MSG1) [69, 70]. The other is the data in MSG3, where the

device transmits the data with RRC connection request (MSG3) or in-

stead of MSG3 [2]. These approaches can reduce the number of message

exchanges between devices and the BS. However, the collision can be de-

tected after the transmission of data when the data in MSG1 or the data

in MSG3 is used. Therefore, when the size of data becomes larger than

the size of MSG3, these schemes can decrease overall resource efficiency

although the number of signaling decreases.

The performance of four SDT procedures needs to be evaluated in

terms of the resource usage. The previous studies evaluated their SDT

procedures for the number of access success or delay, but the resource us-

age is not well discussed. In addition, LTE-A allocates the time-frequency

resources to the devices with the unit of resource block (RB), where the

previous studies assumed with the unit of bits.

In this Chapter, this dissertation evaluates the expected number of

resource blocks occurred from the contention in a RACH for these con-

ventional random access procedures. In addition, the uplink resource

efficiency is also evaluated where the uplink resource efficiency is the ra-

tio of the number of successful data transmission to the the number of

RBs allocated from a RACH. Based on the evaluation, the alternative
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SDT procedure for the M2M services in LTE-A is proposed to reduce

overhead. The comparison of performance with other SDT procedures is

also performed.

5.2. System Model

Suppose that a cell consists of a BS and M MTC devices. Let these

devices already did their initial attach procedure and entered idle state.

Let these devices need to transmit their data. Since they are entered in

idle state, they require the random access for the data transmission.

The BS allocates a RACH periodically. Let a time slot be an interval

between two RACHs, where each time slot starts with a RACH. Sup-

pose that there are R preambles in the pool, where the pool is given as

C = {c1, c2, · · · , cR}. Assume that M devices transmit preambles where

each preamble is randomly chosen from C in a time slot. The sizes of

MSG2, MSG3, MSG4, and MSG5 in bits are given as L2, L3, L4, and L5

respectively. Let the size of data in bits be LD, where the size of data

includes upper layer headers and payload from application layer. The

size of data is a random variable where the probability that the size of

data is equal to l and its probability density function is given as g(l).

The minimum and maximum size of data are given as Lmin and Lmax,

respectively. The RBs allocated for the data transmission is sometimes

called as “data block" in this section. The device can transmit LUL bits

using a RB in uplink band, and the BS can transmit LDL bits using a

RB in downlink band. The BS can allocate the resources in the unit of
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RB, but it cannot allocate the resource in the unit of bit.

A MSG2 requires a transmission in common space PDCCH and a

transmission in PDSCH. The multiple MSG2s can be concatenated for

the transmission in PDSCH, where they share one common space PD-

CCH. Let NRAR be the number of MSG2s which share one common space

PDCCH. NRAR can be given as the number of uplink (UL) grants per

RAR [8]. Each transmission for MSG3, MSG4, MSG5 and data requires

a transmission in control channel and a transmission in shared channels.

Assume that the BS can always decode preambles and the devices can

always decode MSG2s. Assume that a transmission for MSG3, MSG4,

MSG5, or data cannot decoded with probability of p. The hybrid au-

tomatic repeat request (HARQ) is used for the transmission of MSG3,

MSG4, MSG5 and data. For HARQ, the maximum number of transmis-

sions for a message or a data is given as N , i.e. 1 ≤ n ≤ N .

5.3. Conventional procedures for the data transmis-

sion using RA

5.3.1 Control plane (CP) solution

Any devices for IoT services do the initial attach procedure before the

data transmission [71]. Figure 5.1 shows the initial attach procedure. An

activated device does RRC connection using the RACH procedure. After

the RRC connection, the initial UE context message is transmitted from

the BS to the mobile management entity (MME). The UE and the MME
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RRC Connection

UE eNB MME
S-GW/

P-GW

Initial UE Context

Authentication/Security

Create

Session

Initial UE Context

Attach Complete

Fig. 5.1. Initial attach procedure

do authentication and security setup. The session between the MME and

the serving gateway(S-GW) or between the MME and the packet data

network gateway (P-GW) is then created. The MME transmits initial

UE context message to BS. The UE and BS do the security setup and

RRC reconfiguration if CP solution is used. The initial attach procedure

is completed by transmitting attach complete message to MME.

Since IoT devices has long interval between data generation, the UE

is in idle state in most case. For the transmission of data from idle state,

94



the CP solution is proposed for NB-IoT [72]. Figure 5.2 shows the data

transmission procedure of CP solution. As shown in the figure, the main

idea of the CP solution is the transmission of data by piggybacking to

MSG5. If the BS receives MSG5 and data after the random access, the BS

transmits the data to MME. MME decrypts the data and does integrity

check. Then, the MME forward the data to S-GW/P-GW using the

session created during initial attach procedure. This scheme is also called

as control plane solution (CP solution) [25], since the data is transmitted

to serving gateway through the control network.

The RA procedure for the CP solution can be summarized as follows:

• Preallocation: The BS allocates 6 RBs for preamble transmission

in every RACH periodicity.

• Step 1 (Preamble): The device transmits one of preamble from

the preamble pool in the RACH.

• Step 2 (RAR): When the BS can detect the preamble, the BS

responses with RAR.

• Step 3 (MSG3): If the device receives RAR corresponding to the

transmitted preambles, it transmits its RRC connection request

in addition to the medium access control element (MAC CE). The

MAC CE includes the data volume which assists an BS to efficiently

allocate radio resources for the data transmission. The hybrid au-

tomatic repeat request (HARQ) can be used for the reliability.

• Step 4 (MSG4): When the BS can decode the MSG3, the BS
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Fig. 5.2. Data transmission procedure of CP solution
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responses with contention resolution and RRC connection setup

message. The HARQ can be used for the reliability.

• Step 5 (MSG5 and Data): If the device receives MSG4 with the

ID of itself, the device transmits MSG5 and data to the BS. The

HARQ can be used for the reliability.

5.3.2 User plane (UP) solution

The device can use UP solution for the IoT service. The UP solution

is very similar to the RRC connection procedure in conventional RACH

procedure. Figure 5.3 shows the data transmission procedure of UP

solution. As shown in the figure, the UE and BS exchanges preambles and

four RRC messages (MSG2, MSG3, MSG4, MSG5). After the exchange

of RRC messages, the BS activates AS context between BS and S-GW/P-

GW. The BS then allocates the RBs for the transmission of data. The

UE then transmits its data to BS, and the BS forwards the data to S-

GW/P-GW. The RA procedure for the UP solution can be summarized

as follows:

• Preallocation: The BS allocates 6 RBs for preamble transmission

in every RACH periodicity.

• Step 1 (Preamble): The device transmits one of preamble from

the preamble pool in the RACH.

• Step 2 (RAR): When the BS can detect the preamble, the BS

responses with RAR.
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• Step 3 (MSG3): If the device receives RAR corresponding to the

transmitted preambles, it transmits its RRC connection request

in addition to the medium access control element (MAC CE). The

MAC CE includes the data volume which assists an BS to efficiently

allocate radio resources for the data transmission. The hybrid au-

tomatic repeat request (HARQ) can be used for the reliability.

• Step 4 (MSG4): When the BS can decode the MSG3, the BS

responses with contention resolution and RRC connection setup

message. The HARQ can be used for the reliability.

• Step 5 (MSG5): If the device receives MSG4 with the ID of itself,

the device transmits MSG5 to the BS. The HARQ can be used for

the reliability.

• Step 6 (Resource allocation): If the BS receives MSG5, the BS

allocates the resources in uplink band for the transmission of data.

The BS sends UL grant for the data.

• Step 7 (Data transmission): If the device receives UL grant,

the device transmits its data to BS.

5.3.3 Data in MSG1

The main idea of the data in MSG1 is the transmission of data in the

first step instead of the transmission of preambles. The data in MSG1

removes the transmission of from MSG3 to MSG5 in the conventional
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data transmission procedure in LTE-A. Thus, the RA procedure for the

data in MSG1 can be summarized as follows:

• Preallocation: The BS allocates R of data blocks in every RACH

periodicity instead of RACH.

• Step 1 (Data): The device transmits their data in the one of data

blocks.

• Step 2 (RAR): When the BS can decode the data, the BS re-

sponses with RAR. If the device receives its RAR, the data trans-

mission is successfully completed.

Figure 5.4 shows the procedure for data in MSG1.

5.3.4 Data in MSG3

The data can be transmitted with MSG3 to reduce resource usage for

MSG5 and MSG6 in conventional data transmission procedure. In ad-

dition, MSG4 can be replaced to an acknowledgment to reduce the size

MSG4. This approach is the data in MSG3 which is presented in [2] and

[25]. The main idea of the data in MSG3 is the transmission of data

in the third step in addition to the RRC connection request message,

where RRC connection request message is transmitted to the recogni-

tion of MTC device. The RA procedure for the data in MSG3 can be

summarized as follows:

• Preallocation: The BS allocates 6 RBs for preamble transmission

in every RACH periodicity.
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• Step 1 (Preamble): The device transmits one of preamble from

the preamble pool in the RACH.

• Step 2 (RAR): When the BS can detect the preamble, the BS

responses with RAR.

• Step 3 (Data): If the device receives RAR corresponding to the

transmitted preambles, it transmits its data and the ID of the de-

vice using the RBs allocated by the BS. The hybrid automatic

repeat request (HARQ) is used for the reliability.

• Step 4 (Contention resolution): When the BS can decode the

data, the BS responses with MSG4. If the device receives MSG4

with the ID of itself, the data transmission is successfully com-

pleted. The HARQ is used for the reliability.

5.4. Numerical evaluation for the conventional SDT

procedures

Let MI , MS, and MC be the number of idle, successful, and collided

data for a RACH, respectively. These numbers are random variables,

thus they can be changed in every RACH. Let the statistical mean of the

number of idle preambles, successful preambles, and collided preambles

be E[MI ], E[MS], and E[MC ], respectively. The contention in a RACH

can be modeled as a balls and bins problem [64]. Let the probability that

there are k balls fall in a bin b be Pr[Nb = k]. Since there are R bins in
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RACH, Pr[Nb = k] can be obtained using following equation:

Pr[Nb = k] =

 M

k

 1

R

k
(
1− 1

R

)M−k

. (5.1)

Let PI , PS, and PC be the probability that the bin is empty, has one ball,

and has two or more balls, respectively. These probabilities represent the

probabilities that a preamble is idle, successful, and collided, respectively.

Three probabilities are equal to

PI = Pr[Nb = 0] =

(
1− 1

R

)M

, (5.2)

PS = Pr[Nb = 1] =
M

R

(
1− 1

R

)M−1

, (5.3)

PC = Pr[Nb > 2] = 1− PI − PC . (5.4)

E[MI ], E[MS], and E[MC ] can be obtained by the multiplication of M

and their probabilities. Thus, they are equal to

E[MI ] = RPI = R

(
1− 1

R

)M

, (5.5)

E[MS] = RPS = M

(
1− 1

R

)M−1

, (5.6)

E[MC ] = RPC = R {1− PI − PC} . (5.7)

5.4.1 CP solution

When the CP solution is applied to the conventional LTE-A, the BS

preallocates 6 RBs in uplink band for step 1 in every time slot. Let

Scp,1 be the number of preambles arrived to the BS in a RACH. In a
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RACH, the BS can decode multiple preambles, which include successful

and collided preambles. Thus, the expectation of Scp,1 is equal to

E[Scp,1] = E[MS] + E[MC ]. (5.8)

The BS will response for each decoded preamble using multiple MSG2,

where an MSG2 includes multiple UL grants for multiple preambles,

where an UL grant is corresponding to a preamble. Let Scp,2 be the

number of MSG2s arrived to the device. The BS responses all decoded

preambles. Thus, the expectation of Scp,2 is equal to

E[Scp,2] = E[Scp,1] = E[MS] + E[MC ]. (5.9)

The devices received RA response will send their MSG3. For each trans-

mission for the MSG3, HARQ will cause additional allocations of RBs.

Let Scp,3 be the number of MSG3s which are successfully decoded in the

BS. A MSG3 can be decoded in the BS if the MSG3 is transmitted for the

successful preamble and if HARQ is successful. Thus, the expectation of

Scp,3 is equal to

E[Scp,3] = E[MS]
(
1− pN

)
. (5.10)

Let Fcp,3 be the number of transmissions for MSG3 which fail to decode

in BS. For the collided preambles, each device transmits N times of

MSG3. For the successful preambles, each device transmits additional

MSG3 until success or reaching to N . Therefore, the expectation of Fcp,3

is equal to

E[Fcp,3] = NE[MC ] + E[MS]

{
NpN +

N−1∑
n=1

(n− 1)pn(1− p)

}
. (5.11)
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The transmission of MSG4 is similar to the MSG3. Let Scp,4 be the

number of MSG4 arrived to the device. The BS transmits MSG4 for

each successful arrival of MSG3. Thus, the expectation for the Scp,4 is

equal to

E[Scp,4] = E[Scp,3]
(
1− pN

)
. (5.12)

Let Fcp,4 be the number of transmissions for MSG4 which fail to decode

in BS, which is equal to

E[Fcp,4] = E[Scp,3]

{
NpN +

N−1∑
n=1

(n− 1)pn(1− p)

}
. (5.13)

The transmission of MSG5 with data is similar to the MSG4. Let Scp,5

be the number of MSG5 with data arrived to the BS. A device transmits

MSG4 if the arrival of MSG4 is successful. The transmission of MSG5

with data is also retransmitted by HARQ. Thus, the expectation for the

Scp,5 is equal to

E[Scp,5] = E[Scp,4]
(
1− pN

)
. (5.14)

Let Fcp,5 be the number of transmissions for MSG3 and data which fail

to decode in BS, which is equal to

E[Fcp,5] = E[Scp,4]

{
NpN +

N−1∑
n=1

(n− 1)pn(1− p)

}
. (5.15)

Let Bcp,1, Bcp,2, Bcp,3, Bcp,4, and Bcp,5 be the average number of al-

located RBs for the transmission of preambles, MSG2, MSG3, MSG4,

and MSG5 with data, respectively. For the transmission of preambles,

the BS allocate 6 RBs in LTE-A, thus Bcp,1 = 6. The NRAR of MSG2

can be concatenated for a PDCCH. For the given Scp,2 transmissions of
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MSG2,
⌊

Scp,2

NRAR

⌋
of MSG2s share each PDCCH, where ⌊x⌋ is the largest

integer smaller than x. Remaining
(
Scp,2 −NRAR

⌊
Scp,2

NRAR

⌋)
MSG2s share

1 PDCCH. Thus, the expectation for Bcp,2 is equal to

E[Bcp,2] =

⌊
E[Scp,2]

NRAR

⌋⌈
NRARL2

LDL

⌉
+


(
E[Scp,2]−NRAR

⌊
E[Scp,2]

NRAR

⌋)
L2

LDL

 .

(5.16)

where ⌈x⌉ is the smallest integer larger than x. For each transmission of

MSG3, which includes success and failure, the BS allocates
⌈

L3

LUL

⌉
RBs.

Thus, the expectation for Bcp,3 is equal to

E[Bcp,3] = (E[Scp,3] + E[Fcp,3])

⌈
L3

LUL

⌉
. (5.17)

For each transmission of MSG4, the BS allocates
⌈

L4

LUL

⌉
RBs. Thus, the

expectation for Bcp,4 is equal to

E[Bcp,4] = (E[Scp,4] + E[Fcp,4])

⌈
L4

LDL

⌉
. (5.18)

For each transmission of MSG5 with data, where the size of data is given

as l, the BS allocates
⌈
l+L5

LUL

⌉
RBs. Thus, the expectation for Bcp,5 is

equal to

E[Bcp,5] =
Lmax∑
l=Lmin

(E[Scp,5] + E[Fcp,5])

⌈
l + L5

LUL

⌉
g(l). (5.19)

Let Bcp,UL and Bcp,DL be the total number of allocated RBs for a time

slot in uplink and downlink band, respectively. The expectation of Bcp,UL

is the sum of the expectations of Bcp,1, Bcp,3, and Bcp,5. The expectation

107



of Bcp,DL is the sum of the expectations of Bcp,2 and Bcp,4.

E[Bcp,UL] = E[Bcp,1] + E[Bcp,3] + E[Bcp,5], (5.20)

E[Bcp,DL] = E[Bcp,2] + E[Bcp,4]. (5.21)

Let Ucp,UL be the uplink resource efficiency for CP solution, where the

uplink resource efficiency be the ratio of the number of MTC devices that

succeeded the transmission of data to Bcp,UL. Since the expectation for

the number of MTC devices that succeeded the transmission of data is

E[Scp,5], Ucp,UL can be obtained as

E[Ucp,UL] =
E[Scp,5]

E[Bcp,UL]
. (5.22)

5.4.2 UP solution

Let Bup,1, Bup,2, Bup,3, and Bup,4 be the average number of allocated RBs

for the transmission of preambles, MSG2, MSG3, and MSG4 respectively,

invoked from a RACH for the UP solution. From the transmission of

preambles to the transmission of MSG4, the CP solution and the UP

solution has same procedure. Thus, the expectation of Bup,1, Bup,2, Bup,3,

and Bup,4 are equal to that of Bcp,1, Bcp,2, Bcp,3, and Bcp,4, respectively.

Let Bup,5 be the average number of allocated RBs for the transmission

of MSG5. Since the data is not transmitted with MSG5 in UP solution,

the BS allocates
⌈

L5

LUL

⌉
RBs for each transmission of MSG5. Thus, the

expectation for Bcp,5 is equal to

E[Bup,5] = (E[Scp,5] + E[Fcp,5])

⌈
L5

LUL

⌉
. (5.23)
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Let Bup,6 be the average number of allocated RBs for the transmission

of resource allocation. For each successful transmission of MSG5, the

resource allocation is transmitted, and HARQ is not applied. Let L6 be

the length of resource allocation message. The expectation of Bup,6 is

equal to

E[Bup,6] = E[Scp,5]

⌈
L6

LDL

⌉
. (5.24)

Let Sup,7 be the number of data arrived to the BS. A device transmits

its data for its resource allocation if the arrival of MSG4 is successful.

The transmission of data is also retransmitted by HARQ. Thus, the ex-

pectation for the Sup,7 is equal to

E[Sup,7] = E[Scp,5]
(
1− pN

)
. (5.25)

Let Fup,7 be the number of transmissions for data which fail to decode in

BS. The expectation of Fup,7 is equal to

E[Fup,7] = E[Scp,5]

{
NpN +

N−1∑
n=1

(n− 1)pn(1− p)

}
. (5.26)

Let Bup,7 be the average number of allocated RBs for the transmission

of data. Bup,7 is equal to

E[Bup,7] =
Lmax∑
l=Lmin

(E[Sup,7] + E[Fup,7])

⌈
l

LUL

⌉
g(l). (5.27)

Let Bup,UL and Bup,DL be the total number of allocated RBs for a

time slot in uplink and downlink band, respectively. The expectation of

Bup,UL is the sum of the expectations of Bup,1, Bup,3, Bup,5, and Bup,7.

The expectation of Bup,DL is the sum of the expectations of Bup,2, Bup,4,
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and Bup,6.

E[Bup,UL] = E[Bup,1] + E[Bup,3] + E[Bup,5] + E[Bup,7], (5.28)

E[Bup,DL] = E[Bup,2] + E[Bup,4] + E[Bup,6]. (5.29)

Let Uup,UL be the uplink resource efficiency for UP solution. Since the

expectation for the number of MTC devices that succeeded the transmis-

sion of data is E[Sup,7], Uup,UL can be obtained as

E[Uup,UL] =
E[Sup,7]

E[Bup,UL]
. (5.30)

5.4.3 Data in MSG1

For the data in MSG1, the BS needs to allocate R of data blocks in uplink

band in every RACH periodicity instead of the RACH for the transmis-

sion of data from devices. The size of each data block should be the

maximum of the size of data, otherwise the data cannot be transmitted.

Thus, the preallocation requires R
⌈
Lmax

LUL

⌉
RBs in uplink band. The data

from an MTC device can be decoded if only one device selects a data

block. In this case, the BS responses with RA response message. If a

data block is unused, or the collision happens in a data block, the BS

will not response for the allocated data block.

Let Bd1,UL and Bd1,DL be the total number of allocated RBs for a

time slot in uplink and downlink band, respectively. They are equal to

E[Bd1,UL] = R

⌈
Lmax

LUL

⌉
, (5.31)
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E[Bd1,DL] =

⌊
E[MS]

NRAR

⌋⌈
NRARL2

LDL

⌉
+


(
E[MS]−NRAR

⌊
E[MS ]
NRAR

⌋)
L2

LDL

 .

(5.32)

Let Ud1,UL be the uplink resource efficiency for the data in MSG1.

MS of devices will send their preamble without collision, and p of them

will be decodable in BS. Thus, Ud1,UL can be obtained as

E[Ud1,UL] =
(1− p)E[MS]

E[Bd1,UL]
. (5.33)

5.4.4 Data in MSG3

For the data in MSG3, the BS preallocates 6 RBs in uplink band for step

1 in every time slot. Let Sd3,1 be the number of preambles arrived to

the BS in a RACH. In a RACH, the BS can decode multiple preambles,

which include successful and collided preambles. Thus, the expectation

of Sd3,1 is equal to

E[Sd3,1] = E[MS] + E[MC ]. (5.34)

The BS will response for each decoded preamble using multiple MSG2,

where an MSG2 includes multiple UL grants for multiple preambles,

where an UL grant is corresponding to a preamble. Let Sd3,2 be the

number of MSG2s arrived to the device. The BS responses all decoded

preambles. Thus, the expectation of Sd3,2 is equal to

E[Sd3,2] = E[Sd3,1] = E[MS] + E[MC ]. (5.35)

The devices received RA response will send their data with MSG3. For

each transmission for the data and MSG3, HARQ will cause additional
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allocations of RBs. Let Sd3,3 be the number of MSG3s arrived to the BS.

An MSG3 can be decoded in the BS if the MSG3 is transmitted for the

successful preamble. For each successful preambles, the MSG3 and data

arrive to the BS if HARQ is successful. Thus, the expectation of Sd3,3 is

equal to

E[Sd3,3] = E[MS]
(
1− pN

)
. (5.36)

Let Fd3,3 be the number of transmissions for MSG3 and data which fail to

decode in BS. For the collided preambles, each device transmits N times

of MSG3 and data. For the successful preambles, each device transmits

additional MSG3 and data until success or reaching to N . Therefore, the

expectation of Fd3,3 is equal to

E[Fd3,3] = E[MC ]N + E[MS]

{
NpN +

N−1∑
n=1

(n− 1)pn(1− p)

}
. (5.37)

The transmission of MSG4 is similar to the MSG3 and data. Let Sd3,4

be the number of MSG4 arrived to the device. The BS transmits MSG4

for each successful arrival of MSG3 and data. Thus, the expectation for

the Sd3,4 is equal to

E[Sd3,4] = E[Sd3,3]
(
1− pN

)
. (5.38)

Let Fd3,4 be the number of transmissions for MSG4 which fail to decode

in BS, which is equal to

E[Fd3,4] = E[Sd3,3]

{
NpN +

N−1∑
n=1

(n− 1)pn(1− p)

}
. (5.39)

For the data in MSG3, let Bd3,1, Bd3,2, Bd3,3, and Bd3,4 be the average

number of allocated RBs for the transmission of preambles, MSG2, MSG3
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and data, and MSG4 for a time slot, respectively. For the transmission of

preambles, the BS allocate 6 RBs in LTE-A, thus Bd3,1 = 6. The NRAR

of MSG2 can be concatenated for a PDCCH. For a given Sd3,2,
⌊

Sd3,2

NRAR

⌋
of MSG2s are share each PDCCH. Remaining

(
Sd3,2 −NRAR

⌊
Sd3,2

NRAR

⌋)
MSG2s are share 1 PDCCH. Thus, the expectation for Bd3,2 is equal to

E[Bd3,2] =

⌊
E[Sd3,2]

NRAR

⌋⌈
NRARL2

LDL

⌉
+


(
E[Sd3,2]−NRAR

⌊
E[Sd3,2]

NRAR

⌋)
L2

LDL

 .

(5.40)

For each transmission of MSG3 and data, which includes success and

failure, the BS allocates
⌈
L3+l
LUL

⌉
RBs. Thus, the expectation for Bd3,3 is

equal to

E[Bd3,3] =
Lmax∑
l=Lmin

(E[Sd3,3] + E[Fd3,3])

⌈
L3 + l

LUL

⌉
g(l). (5.41)

For each transmission of MSG4, which includes success and failure, the

BS allocates
⌈

L4

LUL

⌉
RBs. Thus, the expectation for Bd3,4 is equal to

E[Bd3,4] = (E[Sd3,4] + E[Fd3,4])

⌈
L4

LDL

⌉
. (5.42)

Let Bd3,UL and Bd3,DL be the total number of allocated RBs for a time slot

in uplink and downlink band, respectively. The expectation of Bd3,UL is

the sum of the expectations of Bd3,1 and Bd3,3. The expectation of Bd3p,DL

is the sum of the expectations of Bd3,2 and Bd3,4.

E[Bd3,UL] = E[Bd3,1] + E[Bd3,3], (5.43)

E[Bd3,DL] = E[Bd3,2] + E[Bd3,4]. (5.44)
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Let Ud3,UL be the uplink resource efficiency for the data in MSG3.

Similar to the CP or UP solution, Ud3,UL can be obtained as

E[Ud3,UL] =
E[Sd3,4]

E[Bd3,UL]
. (5.45)

5.5. Proposed short data transmission procedure for

IoT devices

The four SDT procedures have their advantages, but also can waste the

resources. If the data in MSG1 or the data in MSG3 is used, a number of

RBs will be allocated for the transmission of messages or datas which will

be collided. In addition, the data in MSG1 also requires the allocation of

RBs which replace the idle preambles. The CP solution or UP solution

does not allocate the RBs for the transmission of colliding data, but it

does the RRC connection which is the overhead for the transmission of

data. Due to the characteristic of the traffic from IoT devices, the RRC

connection for a IoT device is hard to maintain.

This dissertation thus proposes the exchange of signaling messages

between the device and the BS for the SDT. The proposed random ac-

cess procedure focuses on removing unnecessary resource allocation for

unused and collided preambles. In addition, the proposed random access

procedure bypass the RRC connection to reduce overhead. The proposed

random access procedure is given in Figure 5.6. The description for each

step is as follows:

• Preallocation: The BS allocates 6 RBs for preamble transmission
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in every RACH periodicity.

• Step 1 (Preamble): The device transmits one of preamble from

the preamble pool in the RACH.

• Step 2 (RAR): When the BS can detect the preamble, the BS

responses with RAR which includes the resource allocation infor-

mation for step 3.

• Step 3 (Alternative MSG3): If the device receives RAR cor-

responding to the transmitted preambles, it transmits “small data

transmission request (SDT request)" rather than transmitting RRC

connection request for this step. This message should include the

identification (ID) of device to identify the device in BS. The small

data transmission request message can be additionally defined, or

the RRC request message with a indicator bit can be used. The

hybrid automatic repeat request (HARQ) can be used for the reli-

ability.

• Step 4 (Alternative MSG4): When the BS detects a SDT re-

quest, the BS allocates the resource for the transmission of data.

The ID of device and the information of allocated RBs are then

transmitted to the device. The ID is used for the contention reso-

lution.

• Step 5 (Data): If the device receives resource allocation with the

ID of itself, the device transmits data to the BS. The HARQ can

be used for the reliability.
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Note that the security setup is also done in initial attach procedure

[71]. Thus, the encryption and integration for the data is possible in the

NAS layer in UE.

5.6. Numerical evaluation for the proposed SDT pro-

cedure

Let L′
3 and L′

4 be the size of SDT request and the size of message in step

4. Let Bprop,1, Bprop,2, Bprop,3, Bprop,4, and Bprop,5 be the average number

of allocated RBs for the transmission of preambles, MSG2, SDT request,

the size of message in step 4, and data, respectively.

For the step 1 and step 2, the proposed SDT procedure consumes

same RBs as in CP solution. Thus, Bprop,1 = 6 and

E[Bprop,2] =

⌊
E[Scp,2]

NRAR

⌋⌈
NRARL2

LDL

⌉
+


(
E[Scp,2]−NRAR

⌊
E[Scp,2]

NRAR

⌋)
L2

LDL

 .

(5.46)

For the step 3, 4, and 5, the size of message is changed but their number

of transmission is same with CP solution. Therefore, Bprop,3, Bprop,4, and

Bprop,5 can be obtained as follows:

E[Bprop,3] = (E[Scp,3] + E[Fcp,3])

⌈
L′
3

LUL

⌉
, (5.47)

E[Bprop,4] = (E[Scp,4] + E[Fcp,4])

⌈
L′
4

LDL

⌉
, (5.48)

E[Bprop,5] =
Lmax∑
l=Lmin

(E[Scp,5] + E[Fcp,5])

⌈
l

LUL

⌉
g(l). (5.49)
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Let Bprop,UL and Bprop,DL be the total number of allocated RBs for a

time slot in uplink and downlink band, respectively. The expectation of

Bcp,UL is the sum of the expectations of Bprop,1, Bprop,3, and Bprop,5. The

expectation of Bcp,DL is the sum of the expectations of Bprop,2, Bprop,4.

E[Bprop,UL] = E[Bprop,1] + E[Bprop,3] + E[Bprop,5], (5.50)

E[Bprop,DL] = E[Bprop,2] + E[Bprop,4]. (5.51)

Let Uprop,UL be the uplink resource efficiency for the proposed SDT pro-

cedure. Since the expectation for the number of MTC devices that suc-

ceeded the transmission of data is E[Sprop,5] = E[Scp,5], Ucp,UL can be

obtained as

E[Uprop,UL] =
E[Scp,5]

E[Bprop,UL]
. (5.52)

5.7. Performance Evaluation

In this section, the resource usages of conventional SDT procedures and

that of the proposed SDT procedure are compared. For the comparison

of the proposed SDT procedure and conventional SDT procedures, the

parameters are selected as shown in Table 5.1. The maximum number

of transmission for HARQ is selected as 5 as given in [8]. The decoding

failure probability is equal to 10% as given in [8]. The number of pream-

bles is selected as 54 [8]. This dissertation assumes that a RB consists of

12 sub-carriers and 7 symbols, thus there are total 84 symbols in a RB.

Considering the modulation schemes, the number of bits carried by a RB
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is equal to selected as 84, 168 bits when the modulation schemes are bi-

nary phase shift keying (BPSK), quadrature phase shift keying (QPSK),

respectively. The compared metrics are the average number of allocated

resources in uplink channel and the resource efficiency in uplink channel.

Note that the average number of allocated resources in downlink channel

and resource efficiency in downlink channel are excluded since L4 can be

vary dependent on the system [20, 26, 73]. The sizes of MSG3 and MSG5

are selected as 12 and 14 bytes, respectively [25].

Table 5.2 shows the assumptions for the size of data used in the

performance evaluation of cellular IoT (CIoT) devices in 3GPP [14]. The

data includes application layer payload, constrained application protocol

(CoAP) header, datagram transport layer security (DTLS) header, user

datagram protocol (UDP) header, and Internet protocol (IP) header.

This dissertation assumes that the IP header compression is used to

reduce the size of header. The size of application layer payload is from

20 bytes to 200 bytes. The size of application layer payload follows the

Pareto distribution with Lmin = 20 bytes, α = 2.5, and cut off of 200

bytes. Let g(l) be the probability mass function for the size of application

layer payload. g(l) is equal to

g(l) =


0 ; l < Lmin,

αLα
min

lα+1 ;Lmin ≤ l ≤ Lmax,

0 ; l > Lmax.

(5.53)

Figure 5.7 shows the number of allocated RBs per RACH periodicity

when BPSK is used for modulation. The data in MSG1 requires the allo-

cation of fixed number of RBs for the data transmission without pream-
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Table 5.1. Parameters for evaluation of data in MSG5

Parameter Definition Values

N
Maximum number of

transmission for HARQ
5

p decoding failure probability 10%

R the number of preambles 54

L3, L5 Size of MSG3 and MSG5 12, 14 bytes [25]

LRB Number of bits per RB
84 (BPSK)

168 (QPSK)

Table 5.2. Assumptions for the size of data, LD

Contents Size in bytes

Payload
Pareto Distribution

(α = 2.5, Lmin = 20 bytes, Lmax = 200 bytes)

CoAP header 4 bytes

DTLS header 13 bytes

UDP header 8 bytes

IP header 4 bytes (IP header compression)

MAC header 3 bytes

Total size 52-232 bytes

120



0 10 20 30 40 50 60 70 80
0

100

200

300

400

500

600

700

M

N
u
m

b
er

 o
f 

R
B

s 
p
er

 R
A

C
H

 p
er

io
d
ic

it
y

 

 

CP solution
UP solution
Data in MSG1
Data in MSG3
Proposed

Fig. 5.7. Average number of allocated resources in uplink vs. M for

BPSK

bles, thus it shows largest number of allocated RBs. The data in MSG3

shows lowest number of allocated RBs with small M , but it requires more

resources compared to CP solution, UP solution, and proposed procedure

as M increases. The CP and UP solution show similar resource usages.

The proposed solution shows lowest resource usage compared to other

SDT procedures.

Figure 5.8 shows the uplink resource efficiency when BPSK is used for

the modulation. The expected success probability for data transmission

is lowest for the data in MSG1, and highest for the data in MSG3. In

addition, the expected success probabilities for data transmission for all

procedures except the data in MSG1 are similar. The data in MSG1

shows worst uplink resource efficiency due to largest resource usage and
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lowest success probability. The proposed SDT procedure shows best

resource efficiency since it uses lowest number of resources.

Figure 5.9 shows the number of allocated RBs per RACH periodic-

ity when QPSK is used for modulation. Figure 5.10 shows the uplink

resource efficiency with QPSK. The single RB is sufficient to transmit

any message except large data when QPSK is used for modulation, thus

the number of RBs per RACH periodicity is decreased. The resource

efficiency of the data in MSG3 is best with small M since the effect from

the number of message exchanges between device and BS is increased in

QPSK. Even though the increment is reduced, the proposed SDT proce-

dure shows best resource efficiency when M is above 18.
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5.8. Summary

In this chapter, the numerical analysis for conventional SDT procedures

is performed where the analysis focus on the number of allocated re-

sources per RACH. In addition, this dissertation proposes a SDT pro-

cedure which bypasses the RRC connection to reduce resource usage.

The performance evaluations show that the CP and UP solution shows

higher resource efficiency compared with the data in MSG1 and the data

in MSG3 in most case. The performance evaluations also show that the

proposed SDT procedure increases the resource efficiency of SDT proce-

dure. Therefore, the proposed SDT procedure can improve the resource

efficiency of RACH procedure for massive number of devices.
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Chapter 6. Conclusion

In this dissertation, the adaptive resource allocation protocols and the

efficient SDT procedure are presented to alleviate traffic congestion and

to provide resource efficiency for the massive number of devices in mobile

network. First, a DARR protocol with preamble partition approach is

proposed. The challenge of the decrease of throughput in DARR was

discussed which is caused by periodicity to change information related to

the RACH. The numerical evaluation in this dissertation showed that the

fluctuation of the number of contending devices decreases the through-

put. To resolve the fluctuation problem, this dissertation proposed a

DARR protocol with preamble partition approach. The proposed proto-

col separately allocates the preambles based on the number of backlogs

of devices. The devices select the allocated preambles according to their

experienced number of backlogs. The performance evaluation shows that

the proposed protocol increases throughput compared to that of the sys-

tem without the preamble partition approach. For 100,000 devices in

a cell, throughput is increased by 29.7%-114.4% and 23.0%-91.3% with

uniform and Beta distributed arrivals of devices, respectively. Based on

the evaluation results, this dissertation can conclude that the proposed
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preamble partition based DARR protocol can be used to improve the

throughput of the RACH procedure or the data transmission schemes

based on a frame slotted or a multi-channel ALOHA.

Second, a DARR and ACB protocol with preamble partition and

stochastic gradient descent approach is proposed. The numerical evalu-

ation expects the fluctuation problem from the DARR, and the conver-

gence of throughput in the ACB. Based on the numerical evaluation, an

adaptive DARR and ACB protocol is proposed to improve the through-

put in both low and high traffic loads. The performance evaluation results

show that the proposed adaptive DARR and ACB protocol changes the

ACB factor and the pool size according to the number of contending

devices in the network regardless to the number of devices in the cell or

the si-periodicity. The proposed algorithm shows the average throughput

which is from 92.32% to 97.25% of that with ideal DARR and ACB al-

gorithm. Based on the evaluation results, this dissertation can conclude

that the proposed preamble partition based DARR and ACB protocol

can be used to improve the throughput of the RACH procedure or the

data transmission schemes based on a frame slotted or a multi-channel

ALOHA.

Third, the efficient SDT procedure for IoT device is proposed. This

dissertation has evaluated the number of required resource blocks and

the uplink resource efficiency for conventional SDT procedures. Based

on the evaluation of conventional SDT procedures, this dissertation also

proposed a random access procedure which does five message exchanges

between a device and a BS. The proposed procedure excludes the RRC
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connection for SDT thus the overhead can be reduced. The numerical

evaluation shows that the proposed SDT procedure can decrease the

resource usage and can increase the number of successful devices per

resource block in most cases.

Based on the evaluation in this dissertation, an MAC protocol which

includes the proposed SDT procedure and the proposed adaptive DARR

protocol can improve the throughput and resource efficiency when the

mobile network system requires SDT procedures and DARR. In addition,

an MAC protocol which includes the proposed SDT procedure and the

proposed adaptive DARR and ACB protocol can improve the throughput

and resource efficiency when the mobile network system requires SDT

procedure and both DARR and ACB. Therefore, the throughput and

resource efficiency for massive devices in mobile network can be increased

if one of MAC protocol is applied in the RAN. Since the number of IoT

devices will increase dramatically in the future, it is expected that the

proposed adaptive MAC protocols can be applied to support massive

number of devices in mobile networks more efficiently.
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