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Abstract—In this paper, we propose a cross-layer design for
transmission control protocol (TCP) splitting connections with
network coding in digital video broadcasting-return channel via
satellite (DVB-RCS) networks. In particular, we propose not only
a cross-layer architecture for interaction between TCP and the
resource allocation (RA) scheme in the link layer but also a tuning
algorithm for the TCP contention window (CWND) by using
information on the RA in the link layer and the redundancy rate
for network-coded packets. The simulation results show that TCP
CWND can be adjusted by RA information in the proposed cross-
layer design. Furthermore, through the transmission of network-
coded packets and the proposed CWND tuning algorithm, TCP
throughput is enhanced in lossy environment due to user mobility.

Keywords—Satellite communications, Cross-layer design, Per-
formance enhancing proxy, TCP, resource allocation, Network
Coding.

I. INTRODUCTION

Thanks to its large coverage areas without geographical
limits, geosynchronous earth orbit (GEO) satellite commu-
nication is useful for scenarios such as rural environments,
airplain/ship communications that do not have available ter-
restrial infrastructure [1]. However, transmission control pro-
tocol (TCP) has performance problems in satellite networks
because TCP was designed for wired networks. In satellite
communications, long propagation delay and packet loss in
the wireless link can cause the significant degradation of the
TCP performance [2]. Therefore, there are many researches
on a performance enhancing proxy (PEP) to enhance the
TCP performance in the satellite communication [2], [3]. The
PEP is the network agent that improves the network perfor-
mance between end-to-end nodes. Generally, the PEP can be
configured by TCP split connections. TCP split connections
use the customized protocol over satellite link to optimize
TCP of satellite communication. Therefore, TCP splitting
connections can overcome the TCP performance degradation in
satellite communications. However, if the satellite resource for
a satellite terminal (ST) is inappropriately allocated in the link
layer, the customized protocol in splitting connections cannot
be properly operated [4].

To enhance the interaction among protocols in different
layers, many studies on the cross-layer design in satellite
networks have been conducted [5]–[8]. In [5], the scheduler
design based on a cross-layer design between the physical and
the network layer was proposed. In [6], by exchanging infor-
mation between TCP and link layers, congestion avoidance

scheme was proposed to prevent queue overflow without the
long delay. Authors of [7], [8] proposed the tuning scheme for
the TCP congestion window (CWND) using the queue size
in lower layers. However, to the best of our knowledge, a
cross-layer design for TCP that directly uses information on
the satellite resource allocation (RA) in the link layer has not
been explored before. It is needed to tune the TCP CWND
more accurately.

Although the power control and adaptive coding and mod-
ulation (ACM) are applied in the satellite communication,
mobile STs experiences packet loss because of temporary link
blockage caused by shadowing. TCP with network coding
(TCP/NC) can be a solution to compensate for packet loss [9].
TCP/NC can mask losses by TCP using random linear network
coding (RLNC), as well as alleviate the problem of packet
loss in TCP because it uses network-coded redundancy (NC-
R) packets. Therefore, in this paper, we propose a cross-layer
design for TCP splitting connections with network coding in
digital video broadcasting-return channel via satellite (DVB-
RCS) networks. The main contributions of our paper are as
follows.

1) A cross layer architecture for interaction between
TCP and the RA scheme.

2) A tuning algorithm for the TCP CWND by using
information on the RA in the link layer and the
redundancy rate for NC-R packets.

The remainder of this paper is organized as follows: Section II
describes related works. Section III presents the details of the
proposed protocol. Section IV describes an evaluation of the
proposed protocol. Finally, the conclusion will be followed.

II. RELATED WORKS

A. DVB-RCS system

DVB-RCS is a specification for an interactive satellite
communication system [10]. In particular, it introduce a return
channel via satellite. RCS networks is composed of a network
control center (NCC), gateway, feeder, and STs. STs share
time-frequency resources in the return link through a demand
assignment multiple access (DAMA) scheme. When STs re-
quest the resources from NCC, the NCC assigns the resources
and notifies a terminal burst time plan (TBTP) in the forward
link to STs. DVB-RCS standard allows a fixed or a dynamic
time slot allocations as follows [10], [11].
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Fig. 1. Reference network model of the proposed protocol.

1) Continuous rate assignment (CRA) is a fixed and
static allocation of resources agreed between the ST
and the NCC in the initial set-up phase.

2) Rate-based dynamic capacity (RBDC) allocates ca-
pacity dynamically requested on the basis of rate
measurements performed by the ST. Each request is
absolute and overrides all previous requests from the
same ST.

3) Volume-based dynamic capacity (VBDC) allocates
capacity dynamically requested on the basis of data
volume measurements performed by the ST. These
requests are cumulative, indicating a total number
of traffic slots that are needed to transmit all data
currently present in the MAC queue.

B. Reliable transmission with NC

By the transmission of NC-R packets, the reliability of the
packet transmission can be enhanced [9]. h NC-R packets
are generated from k native packets by RLNC. Therefore,
although some native packets are lost, all native packets can be
recovered by NC-R packets if the number of received packets
including native and NC-R packets is more than k [12]. For
example, when k = 3, h = 1 and one of native packets is loss,
the receiver can decode all the packets from 2 native and a
NC-R packet.

III. PROPOSED PROTOCOL

The reference network model is shown in Fig. 1. It is
composed of a source node, a destination node, ST, and the
feeder. The feeder has the function of the gateway and the NCC
in the reference network model. The source and destination
nodes are connected to the ST and the feeder via the wired
link, respectively. The ST is connected to the feeder via the
satellite link. They also has the PEP. In the reference network
model, the TCP splitting connection is applied. In particular,
the customized TCP is used in the satellite link. In the link
layer, STs uses the dynamic time slot allocation of RBDC. For
mobile users, the proposed protocol uses the transmission of
NC-R packets. However, for the fairness of RA among STs, the
ST does not request the additional resource for the transmission
of NC-R packets.

A. Cross-layer Architecture

The cross-layer architecture is shown in Fig. 2. In our
cross-layer architecture, TCP provides information on its de-
manded rate, RD to the DAMA agent in the link layer and gets
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Fig. 2. Cross-layer architecture in proposed protocol.
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information on the assigned rate, RA from it. RD is calculated
as

RD =
Wmax,0

RTT0
, (1)

where Wmax,0 and RTT0 are the default value of the maxi-
mum CWND and the round trip time (RTT) of the reference
connection to which we aim to achieve our performance,
respectively [13]. RA is decided by the DAMA controller
based on the channel state, the number of STs, etc [11].
Fig. 3 shows the procedure of the cross-layering information
exchange. In TCP initiation procedure, the feeder intercepts
the TCP SYN message using the PEP and it generates TCP
splitting connections. The ST also intercepts the TCP SYN
message and it generates TCP splitting. In the customized



TABLE I. SIMULATION PARAMETERS.

Parameter Value

Header size (TCP/IP) 40 bytes

Header size(Link layer) 10 bytes

Packet size(TCP) 1024 bytes

RTT (Satellite link) 500 ms

RTT (Wired link) 10 ms

RTT0 100 ms

Superframe size (Link layer) 500 ms

α 5%

β 10%

TCP of the ST, it requests RA of RD to the DAMA agent.
Upon receiving the request of RA from TCP, the DAMA agent
sends the request message of RA including RD and protocol
overheads to the DAMA controller of the NCC. The DAMA
controller then decides the resource allocation of RA and its
information is reported through TBTP in the forward link.
Upon receiving TBTP, the DAMA agent of the ST reports
RA to the TCP and TCP tunes the CWND based on RA
information.

B. TCP CWND considering RA and NC

In the proposed protocol, we consider the TCP CWND
tuning based on RA information and the redundancy rate for
NC-R packets. Therefore, the CWND, WP is calculated as

WP =
RTT ×RA

(1 + α+ β)LS
, (2)

where RTT is the current RTT in the satellite network; LS

is the size of a TCP segment; α and β are the ratios of the
overhead and the redundancy, respectively. α and β are

α =
LO

LS
, (3)

β =
h

k
, (4)

where LO is the size of the overhead including headers of the
TCP/IP, and the link.

In the proposed protocol, the available resource to transmit
TCP packets is reduced by the transmission of NC-R packets.
However, TCP throughput can be enhanced in lossy environ-
ment due to user mobility because the packet loss is alleviated
by the transmission of NC-R packets.

IV. PERFORMANCE EVALUATION

In the performance evaluation, we evaluated the proposed
protocol in DVB-RCS networks in terms of the CWND, packet
loss rate, and TCP throughput. We implemented an event-
driven simulator in MATLAB. In the simulation, we consider
parameters as shown in Table I [14]–[16].

In Fig. 4, we compare the TCP CWND of the proposed
protocol with that of TCP Reno and TCP Hybla according
to the elapsed simulation time [13], [14]. It is shown that
TCP Reno and Hybla have slow convergence to the available
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Fig. 4. CWND in DVB-RCS networks.

0 5 10 15 20
0

100

200

300

400

500

600

700

800

Elapsed Time (sec.)

Th
ro

ug
hp

ut
 (K

by
te

/s
ec

)

Assigned rate (link layer)
Acutal rate (TCP)

Fig. 5. TCP throughput in DVB-RCS networks.

CWND due to probing phases such as slow start and conges-
tion avoidance. In particular, this probing phases in satellite
networks can have negative influence on the performance of
the short-lived TCP session. However, the available CWND
can be used without probing phases in the proposed protocol
because the proposed protocol use RA information. Actually,
some initial delay occurs in the proposed protocol because
the PEP needs for buffering TCP segments received from the
source node via wired link. However, it is insignificant because
RTT in wired link is very short as compared with RTT in
satellite link. Fig. 5 shows RA and TCP throughput in the
proposed protocol. In this simulation, we assume that RA is
reduced from five to ten seconds in the elapsed simulation
time due to rain attenuation or the increased number of users.
It is shown that available resources is fully explored in TCP
although it is slightly less than RA due to overheads of protocol
headers.

For the environment with mobile users, we evaluate the
proposed protocol in terms of the packet loss rate and TCP
throghput. In these simulation, we assume that the transmission
of NC-R packets is used and RA is 136.5 Kbytes/sec. Fig. 6
shows the TCP packet loss rate with NC. It is shown that the
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Fig. 6. Packet loss rate with NC in DVB-RCS networks.
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Fig. 7. TCP throughput with NC in DVB-RCS networks.

packet loss is recovered by the transmission of NC-R packets.
Fig. 7 shows TCP throughput in the proposed protocol with
and without NC. When the transmission of NC-R packets is
used, the available resource in TCP of the proposed protocol
is reduced. Therefore, the TCP throughput with NC is less
than that without NC in the environment without packet loss.
However, the proposed protocol with NC outperforms that
without NC in terms of TCP throughput in the environment
with packet loss. That is because there is no retransmission
delay thanks to the transmission of NC-R packets.

V. CONCLUSIONS

In this paper, we proposed the cross-layer Design for
TCP splitting connection with NC in DVB-RCS networks to
tune the TCP CWND more accurately. To tune TCP CWND
accurately, we used RA information from the link layer. In
particular, we considered the transmission of NC-R packets
to enhance TCP throughput in the environment with packet
loss due to user mobility. Simulation results indicated that
available resources is fully explored in TCP thanks to cross-
layering between TCP and the link layer. Furthermore, the
proposed protocol with NC outperformed that without NC

in terms of TCP throughput in the environment with packet
loss. Therefore, the proposed protocol can offer better TCP
throughput in DVB-RCS networks and it can be applied to
Internet via the satellite, airplain/ship communications, etc.
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